Hourly electricity demand forecasting using Fourier analysis with feedback
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ABSTRACT

Whether it be long-term, like year-ahead, or short-term, such as hour-ahead or day-ahead, forecasting of electricity demand is crucial for the success of deregulated electricity markets. The stochastic nature of the demand for electricity, along with parameters such as temperature, humidity, and work habits, eventually causes deviations from expected demand. In this paper, we propose a feedback-based forecasting methodology in which the hourly prediction by a Fourier series expansion is updated by using the error at the current hour for the forecast at the next hour. The proposed methodology is applied to the Turkish power market for the period 2012–2017 and provides a powerful tool to forecasts the demand in hourly, daily and yearly horizons using only the past demand data. The hourly forecasting errors in the demand, in the Mean Absolute Percentage Error (MAPE) norm, are 0.87% in hour-ahead, 2.90% in day-ahead, and 3.54% in year-ahead horizons, respectively. An autoregressive (AR) model is also applied to the predictions by the Fourier series expansion to obtain slightly better results. As predictions are updated on an hourly basis using the already realized data for the current hour, the model can be considered as reliable and practical in circumstances needed to make bidding and dispatching decisions.

1. Introduction

Demand forecasting has always played an important role in capacity and transmission planning, generation planning, and pricing. Also, the liberalization and privatization of power markets have increased the importance of demand or load estimation as market success rates are largely related to their accuracy.

Demand forecasting has different aspects in different forecast horizons. For example, for capacity planning, long-term estimation of the total demand as a function of economic or demographic parameters is needed. On the other hand, short-term (hourly) estimates are necessary for the effectiveness of day-ahead markets. Short-term variations have a "regular" component depending on daily routine and seasonal effects. Exceptional conditions (extreme weather conditions) and exceptional events (holidays, sporting events) cause "irregular" variations that affect and change this pattern. The prediction of the "regular" component of the hourly demand is important for the planning of the day ahead market in the long run, that is, on a horizon throughout the years. Also, it is desirable to adopt these estimates to rapidly changing conditions efficiently and reliably.

A modulated Fourier series expansion is used in order to take into account the variability in the amplitudes of the daily variations, without using any climatic information in Ref. [1]. This method is applied to the Turkish power market data for the period 2012–2017 to predict hourly demand over the 1-year horizon within a 5% error margin in the Mean Absolute Percentage Error (MAPE) norm. The key fact for achieving such a low prediction error is the fact that in Turkey, household electricity is used mainly for illumination, hence consumption patterns follow an annual cycle and they can be predicted in terms of the harmonics of the annual and daily variations.

In this paper, this prediction scheme is supplemented with a 1-h ahead forecast using "feedback" [2]. In this scheme, if there is an unusual event causing below or above average consumption, the discrepancy between the actual consumption and the prediction is used to modify the prediction for the next hour. In cases where the typical duration of the irregular events is long compared to the sampling period (here 1 h), this approach turns out to be successful in reducing the forecast error.

In addition to linear models and time series methods, alternative heuristic methods such as Artificial Neural Networks (ANN), Genetic Algorithms (GA), Support Vector Machines (SVM), and Particle Swarm Optimization (PSO) and other numerical methods are common approaches used for the electricity demand forecasting. A detailed analysis of the literature on forecasting methods is given in Ref. [1].
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As opposed to deterministic models, stochastic effects are taken into account by time series methods such as Autoregressive Moving Average (ARMA) or Autoregressive Integrated Moving Average (ARIMA) models. As periodicities in the data appear as correlations at the corresponding period, these models can represent periodic variations, but their main advantage is the representation of short-term correlations and the modelling of additive noise.

The effects of weather variables on electricity load are far from being simple, as discussed in several research papers. For example, Apadula et al., present a study that analyses the effect of climate parameters on the electricity demand for Italy, showing that the information on temperature, relative humidity, wind velocity, and cloudiness increase forecast accuracy [3]. On the other hand, McCulloch and Ignatieva claim that including different climatic parameters to a model can create collinearity problems hence they only use temperature in their model [4]. In Refs. [5], the authors show that electricity consumption due to cooling needs continues even after the high temperatures return to normal due to the fact that the buildings kept their heat capacity. All these results show that the effects of weather conditions on electricity consumption are quite complicated even “nonlocal” as a function in time, in the sense that not only the present values of the regressors but their past values also affect the current electricity demand. In the proposed approach, these effects are taken into account by the modulated Fourier expansion and by the feedback mechanism.

As examples of general forecast models, in Ref. [6], the authors use weather scenarios to forecast short-term electricity demand for 1–10 days ahead. In Ref. [7,8] the researchers use statistical modelling to analyse the influence of temperature on load forecasting in Italy, both at the national and regional level, using historical load data. In Ref. [9], different load profile patterns are used to analyse the effect of weekly, daily, and seasonal cycles. The effects of climatic parameters on electricity demand are studied in Ref. [10,11], and [12]. The same topic is also studied in Ref. [13] where it is shown that for Prague, Czech Republic, the sunshine duration is more important than outside temperatures.

As seen from the remarks above, temperature data alone is insufficient to give satisfactory results because other climatic parameters such as relative humidity and cloudiness affect feeling temperature and consumer behaviour. Also, as it is not easy to collect detailed and reliable weather data for every consumption region, methods that use only past data are of practical importance.

The electricity demand in the holidays is nonstandard. This issue is taken into account in a model for hourly electricity demand, where data for the holidays is replaced with an interpolation of demand for the before and after holiday periods in an effort to smooth the demand data for better forecasting results [14]. A similar approach is also adopted in Ref. [1] as well as in the present one, as part of the pre-processing scheme.

ARMA type methods are successful in following trends that are relatively slow compared to the sampling rate. Thus, they are suitable for long-term slow trends such as the ones related to economic growth, etc., or short-term trends such as hourly variations in a day. For example, in Ref. [15], future demand is predicted using an ARIMA model and a profit function is developed as an objective. In Ref. [16], the researchers propose an econometric modelling approach for the long-term forecasting of hourly electric consumption in local areas, using data from the Danish market and estimate load profiles of the transmission operator. In another study, the authors use Artificial Neural Networks and ARIMA models to calculate the load and examine local forecast uncertainty to show high risk in different periods and evaluate daily value at risk [17].

In the literature, time series methods are also combined with other heuristic approaches. For example, in Ref. [18] the author studies England and Wales electricity demand data in the half-hour period data series and applies the Holt-Winters method for different periods with AR model. In Ref. [19], the authors show that the ‘PSO optimal Fourier method’ corrects seasonal ARIMA forecast results, and apply it to the Northwest China electrical network, showing that the combined model’s forecasting accuracy is higher than that of single-season ARIMA. A new type of neural network method to forecast short-term electricity demand is presented in Ref. [20] where it is shown that its performance is better than ARIMA. In Ref. [21], the authors use nonparametric functional methods to forecast the next day’s electricity demand of Spain and show that the results are competitive with other methods, including ARIMA. A functional approach is proposed in Ref. [22] to forecast electricity demand by modelling variations in a week while data from the Turkish power market is used to validate the accuracy of the model. In Ref. [23] the authors use statistical analysis methods to forecast short-term demand and show that the proposed method can outperform ARIMA. [20].

In this paper, the linear model proposed in Ref. [1] is upgraded, which consists of a Fourier series expansion in which workdays and weekends form two nearly independent sets of variations. As for the pre-processing, based on a comprehensive analysis of daily variation patterns, a coding system is used to identify days as “religious holiday”, “official holiday”, “New Year’s Eve”, “weekends” and “weekdays”. Knowing the characteristics of these days, the prediction is adjusted by
certain percentages. After obtaining predictions over various time horizons, the hourly predictions are updated (over any time horizon) by a 1-h ahead forecast, by feeding back the prediction error multiplied by a constant \( k \). This constant parameter is optimized and with this simple method, a forecast error of less than 1% MAPE is achieved. In order to improve the mechanism for updating the predictions, an AR model is applied to the residual of past data and the linear model.

In Section 2, an overview of the Turkish Power market, the data used for the validation of the model, and a discussion of the structure of the daily variation curves and the effect of exceptional events are presented. Then, a linear regression model, using low and high-frequency harmonics and their interaction as modulated waves are proposed. Forecasting for 1-year and 1-day horizons are presented in Section 3. In Section 4, various schemes for the forecasting of the demand using feedback methodology are used. Section 5 presents discussion and Section 6 presents the conclusion and suggestions for future directions respectively.

2. Data processing and model formulation

In Turkey, household electricity consumption is approximately 68%, and the electricity is not commonly used (about 8.6%) for heating in winter but it is used for cooling needs in summer [24]. Another distinctive feature of the data for Turkey is the demand pattern during religious holidays as discussed in the sequel.

As can be seen from Figs. 1 and 2, electricity consumption has a trend of increase, a strong seasonality, with high consumption periods in winter and summer and low consumption periods in spring and fall (Fig. 1a). Furthermore, consumption is lower on weekends compared to weekdays (Fig. 1b). Also, daily variations have higher amplitudes in periods of high average consumption (Fig. 2). Electricity consumption for heating and cooling purposes has a strong dependence on temperature, or more precisely on deviations from comfortable temperatures. As climate conditions may display considerable variations from seasonal averages, it is hard to make predictions over a long term horizon. Thus, in regions where electricity is used for heating, the modulated Fourier Series Expansion is not expected to achieve satisfactory performance.

Nonindustrial electricity can be used for illumination, cooling, and heating. If cooling and heating are negligible, data is more regular, and the highest consumption occurs in winter due to illumination needs. Cooling and heating increase consumption in winter and summer respectively and cause irregularities in the consumption waveforms.

The hourly demand and consumption data for the whole country are provided by the system operator. These data include market prices, hourly imbalances, and other related information, without any demand type or region segregation. In Fig. 1, an overview of daily averages of the data for the years 2012–2017 is presented. Data displayed in this figure have been pre-processed to correct irregularities due to switching to daylight saving time, by removing zero consumption and double consumption values at these dates. The difficulties associated with daylight savings time are not that simple, because this sudden change in the illumination period hinders the success of the prediction for some period following the change, as discussed in detail in Ref. [1].

In Fig. 1a, the low-demand periods correspond to two religious holidays of durations of 3 and 4 days respectively. These holidays are determined according to the lunar calendar and they are shifted back by 10 days each year in which most factories stop their operations. As a result of a qualitative observation concerning holiday periods, it is...
concluded that the consumption pattern for the religious holidays is very specific and should be treated separately. Typical weekday variations in winter, summer, spring, and fall are shown in Fig. 2.

Due to the illumination needs, nonindustrial electricity consumption increases in winter. The need for illumination decreases in summer but consumption increases again because of the extra demand for cooling. In addition to base level differences, the amplitudes of daily variations are different in each season. This fact is identified as the modulation of the high frequency (daily) variations with low frequency (seasonal) variations.

2.1. Methodology and modelling

Fourier series expansion is a powerful tool for the modelling of periodic signals. If a function $f(t)$ is periodic and its period is $T$, then the Fourier series for $f(t)$ is an infinite sum of sine and cosine functions with periods $T/n$. It is known that under mild assumptions, the Fourier series converges to $f(t)$ at points of continuity. The sinusoids whose frequencies are multiples of the basic frequency $1/T$, are called the “harmonics” of the main variation. If one works with sampled data, that is samples of $f(t)$, at time intervals $\Delta t$, then, the original signal can be reconstructed from the sampled data, provided that it contains harmonics whose frequencies are less than $2/\Delta t$. This means that, if one works with hourly samples of the data, only variations with periods greater than 2 h can be modelled.

A glance at the electricity consumption data shows that there are 3 systems of variations, the “seasonal variation” with the main period 1 year, the “weekend effect” with the main period of 7 days, and the diurnal variation of main period 24 h. The number of harmonics for each system of periodicities is chosen to be high enough to reproduce the essential features of the basic shape. The restriction on the upper bound for these harmonics comes in the diurnal variation; as the smallest period that can be present in the expansion is 2 h, only 12 harmonics are included.

An expansion into a sufficiently high number of harmonics captures the shapes of the variations, but the amplitude of the variation changes throughout a year. In order to take into account this fact, “modulation” is used, which is a standard technique in signal processing. Modulation consists of multiplying the low frequency signal (usually an audio signal) with a high frequency signal (called the carrier). The high frequency signal is broadcast and carries the information content of the low frequency signal. In the proposed approach, products of low and high frequency variations are added as regressors to replicate the change in the amplitude of the high frequency variations throughout the year.

The final ingredient of the proposed method is “feedback”. This is a standard tool in control engineering that consists of “feeding” the deviation from the desired output as an input to a system. The modulated Fourier series expansion reproduces seasonal and illumination related variations quite faithfully, without using any external parameters. Some of the remaining variations are stochastic but the majority are due to foreseeable events. In this case, cooling needs that are arising from extreme weather conditions constitute the main cause of irregular events in consumption. The typical duration of weather-related phenomena is a few days; hence they may be considered as trends spanning several sampling periods. For example, temperatures above and below seasonal averages increase heating and cooling needs. At the onset of these events, actual consumption is higher than predicted by the modulated Fourier series expansion. In the feedback scheme, once a deviation from the predicted value is observed, the forecast is updated. This allows following the trend up to the reversal. The method has the advantage of being simple and not requiring any external information but introduces errors at trend reversals. Including weather projections as regressors would of course remediate this drawback and would result in sharper estimates as in Ref. [25], but it is not applied in the present work.

As data consist of hourly samples, the basic unit of time is hour and regressors are represented as column vectors with length equal to the total duration of the observation period in hours. The hourly electricity demand is denoted by $S$. A constant vector (denoted by 1) and a linear term (denoted by $t$) to take into account the trend in the data are used. Periodic variations are the $n$th harmonics of sinusoidal functions with periods 1 year, i.e., $(364x24)/n$ hours (denoted by $X_n$), $m$th harmonics of 1 week i.e., $7 \times 24$ h (denoted by $Y_m$), and the $k$th harmonic of 1 day i.e., 24 h (denoted by $Y_k$). The regressors that represent the modulation of
the high-frequency variations \((Y_k)\) by the low-frequency variations \((X_n)\) is included by the component-wise product of the corresponding vectors, denoted as \(X_nZ_m\) and \(X_nY_k\). These regressors are arranged as the columns of a matrix \(F; \)

\[
F = [1 \ t \ X_1 \ X_2 \ X_N \ Z_1 \ Z_2 \ Z_M \ X_1Z_1 \ X_1Z_2 \ X_NZ_M \ Y_1 \ Y_2 \ Y_k \ X_i \ Y_1 \ X_N \ Y_k]
\]

(1)

The number of regressors should be large enough to capture the main features of the data but over-specification should be avoided. In addition, by the sampling theorem, the shortest allowable period is 2 h. By taking into account these considerations, a model is built that uses 96-time regressors to represent sinusoidal variations and 160 regressors to implement modulation effects. The coefficient vector \(a\) and model vector \(y\) are calculated as below.

\[
a = (F^TF)^{-1}F^TS
\]

(2)

\[y = Fa\]

(3)

In the assessment of the performance of the model, the Root Mean Square Percentage Error (RMSPE) and Mean Absolute Percentage Error (MAPE) are used. If \(S_h\) and \(y_h\) are the actual demand and the forecast demand for hour \(h\), then RMSPE and MAPE can be defined as:

\[
RMSPE = \sqrt{\frac{1}{N} \sum_{h} \left(\frac{(y_h - S_h)^2}{S_h^2}\right)}
\]

(4)

\[
MAPE = \frac{100}{N} \sum_{h} \left|\frac{(y_h - S_h)^2}{S_h}\right|
\]

(5)

Table 1

<table>
<thead>
<tr>
<th>Error Types/Years</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSPE</td>
<td>4.96%</td>
<td>4.46%</td>
<td>5.45%</td>
<td>5.54%</td>
</tr>
<tr>
<td>MAPE</td>
<td>3.69%</td>
<td>3.10%</td>
<td>3.75%</td>
<td>3.62%</td>
</tr>
</tbody>
</table>

where \(N\) is the total number of estimated values.

Fig. 3 provides a comparison of the actual data and the proposed model for typical 2-week periods in winter and summer. It is clear that not only the amplitude but also the shape of the periodic variations for weekdays, weekends, summer and winter are different. Fig. 4 shows the forecasted and actual data for the analysis period. The modelling errors for the whole 6-year period are respectively 4.13% (RMSPE) and 2.97% (MAPE).

In Fig. 4 a-b, the actual and forecasted demand values, the change of the modelling error through the analysis period, and the histogram of the errors in MWh are presented. It is worth mentioning that the deviations from the actual values increase in winters and summers as expected. This can be interpreted as the effect of climatic parameters and their effect on the demand.

3. Prediction over 1-year and 1-day horizons

In order to assess the performance of the model on future data, the time axis is split into “past” \((t_1)\) and “future” \((t_2)\) with a corresponding splitting of the regressor functions. Then a corresponding splitting of the matrix \(F_i\) into \(F_1\) and \(F_2\) created. In order to make a prediction, \(F_1\) is used to compute the coefficient vector \(a\) but \(F_2\) is used to compute the model vector \(y_2\) as shown in equation (6). Usually, the prediction error is larger than the modelling error; the forecast accuracy of the models for the annual and daily forecast periods are presented in the following sections.

\[
a_1 = (F_1^TF_1)^{-1}F_1^TS_1 \quad y_2 = F_2a_1
\]

(6)

3.1. Prediction over a 1-year horizon

The model is applied to a 2-year observation period, and the model is used based on this observation period to make an hourly prediction for the next year. In other words, hourly data for three years is used in forecasting process of which two years are for learning and one year is for validation. Therefore, forecasts can be obtained just for the years 2014, 2015, 2016, and 2017. This long-term prediction is necessary to
make large scale planning for the electricity market. The prediction errors for each year are given below in Table 1.

Fig. 5 displays the forecast values and the actual values for 2016 as an example of the training and validation periods.

3.2. Prediction over a 1-day horizon

The same method is adopted and the model parameters are updated using data of the previous 2-year period to predict the next day and this process is repeated for each day. This can be interpreted as viewing data over a sliding observation window of a length of two years (2x52 \times 7 days) and applying the prediction with a 1-day roll-over period. Every day, the model is updated using the latest available data. Fig. 6 presents the day ahead forecast and the histogram of the error distribution for the day ahead forecast model.

The same methodology can be used for the day-ahead predictions. RMSPE and MAPE values for the day-ahead prediction errors are given below in Table 2. Note that the model coefficients are recalculated at each hour based on the past 2 years’ data. The approach is practical for power companies as the moving window dynamically rearranges its coefficients and returns better results compared to the prediction over a 1-year horizon, as seen in Table 2.

4. 1-Hour ahead forecast using feedback

In the previous section, the results for the prediction of the hourly consumption over 1-year and 1-day horizons, in terms of a modulated Fourier expansion are presented. The discrepancies between the actual consumption and daily prediction are mainly due to weather conditions or unplanned extended holidays. Although it would be possible to incorporate climatic information into the model, adopt a data-independent approach adoption is preferred. In this section, a 1-h ahead forecast for consumption is obtained as a correction term to the 1-day horizon predictions. This simple approach is the “feedback” method that consists of adding a multiple of the prediction error for the previous hour as a correction term.

In order to determine the best feedback parameter, the model is run with feedback parameters in a certain range and the prediction errors are calculated. The value leading to the lowest MAPE and RMSPE values is chosen as the feedback parameter. The feedback parameter based on the full 6 year period is found to be $k = 0.96$, as shown in Fig. 7a. In order to study the time variation of the feedback coefficient, this procedure is repeated every quarter and the resulting feedback coefficients are presented in Table 3.

![Fig. 5. Consumption data and prediction over a 1-year horizon for 2016.](image)

![Fig. 6. a. Data and day-ahead prediction for the period 2012–2017 (upper panel) and c. histogram (lower panel).](image)

<table>
<thead>
<tr>
<th>Error Types/Years</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSPE</td>
<td>3.01%</td>
<td>3.10%</td>
<td>3.42%</td>
<td>3.52%</td>
</tr>
<tr>
<td>MAPE</td>
<td>2.71%</td>
<td>2.73%</td>
<td>3.00%</td>
<td>3.17%</td>
</tr>
</tbody>
</table>

![Table 2](image)
Errors for hourly prediction over the 1-day horizon when applying feedback. The application of feedback decreases forecast error to about 1% MAPE as shown in Table 3 a1 = F1t × F1-1 × F1t × S1a1 = F1t × F1-1 × F1t × S1.

4.1. AR models

A more sophisticated approach for error correction is to apply an autoregressive model to the difference between data and day-ahead prediction. The analysis of this time series shows that partial autocorrelation function, shown in Fig. 8, displays a strong correlation at lag 1 and less accentuated correlations at lags that are related to daily variation.

In the autoregressive model AR (1,24,25) the coefficient of the lag 1 regressor is $c_1 = 0.900$, which is close to the value found by the best feedback coefficient, $k = 0.96$. Coefficients for 24- and 25-h lags are $c_{24} = 0.476$ and $c_{25} = -0.440$ respectively. The AR (1,24,25) model for the forecast $z(n)$ is given by

$$z(n) = y(n) + c_1 h(n - 1) + c_{24} h(n - 24) - c_{25} h(n - 25) \quad n > 25 \quad (8)$$

$y(n)$ is the day-ahead linear regression model, $h(n)$ differences between observation and prediction ($S(n)-y(n)$). The autoregressive model applied to the difference between the data and the day-ahead prediction improves the simple feedback by adding correlations at lags that are multiples of 24 h, as shown in Table 4.

The results of the forecasts with feedback are shown in Fig. 9. One can see that the histogram of errors shows that the spread has been decreased significantly.

The residuals with and without feedback are presented in Fig. 10 in which the residual for day-ahead and hour-ahead predictions are shown.

One can see that the residual has a lower amplitude in general but displays certain high peaks. This is an unavoidable feature of the feedback mechanism because it introduces twice the error with trend reversals. A close up for data, day-ahead prediction and 1-h ahead forecast for a typical week period are shown in Fig. 11.

The results that compare the performance of the models are summarized in Table 5 below.

5. Discussion

The regressors are supplemented by a modulation of the high-frequency components using seasonal harmonics. With the inclusion of modulated regressors, prediction within an error margin of 3% in MAPE over a 1-year horizon is achieved, without using any climatic information. The Feedback methodology is used to correct the prediction error and obtain a 1-h ahead forecast within 1% MAPE margin, without using any external parameters as regressors.

As can be seen in Table 5, the forecasting accuracy is improved approximately %70 with feedback correction and also it is very close to the AR (1,24,25) model. The power of the proposed model against prevalent methods in literature is making forecasts using only consumption data and calendar information and the flexibility of the forecast horizon. The impact of climatic parameters on electricity demand has been a subject of many researches in the literature [2–13]. The parameters such as temperature, humidity, solar radiation, and cloudiness might affect the demand. The researches that use methods such as ARIMA and AR have been found effective in predicting the demand and they were applied to forecast the demand [15–20]. However, such models in literature have been used to forecast only short-term demand. On the other hand, the proposed model provides quality short term forecast similar to the common models in literature and also long term forecast that is important to get an idea for future consumption projection. Furthermore, there is no need for any other data such as temperature, humidity, or heating-cooling degree day. The authors use weather parameters to improve electricity load forecasting accuracy in Ref. [9,25], and [26]. A detailed collection of case studies and demand forecasting models is also provided in Refs. [27]. However, for aggregate planning, collecting weather parameters are not easy and practical for countries like Turkey due to the large land area. The data measurements may be different even in weather stations that are placed in the same
In addition to seasonality, consumption during weekdays and weekends are different, as seen in Fig. 12. This complicates the application of SARIMAX type models and special techniques are needed [23]. In the proposed approach, the periodic variations are taken into account by the Fourier series expansion. In the literature, demand forecasting for

Table 4

<table>
<thead>
<tr>
<th>Error Types/Years</th>
<th>2014</th>
<th>2015</th>
<th>2016</th>
<th>2017</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSPE</td>
<td>1.06%</td>
<td>1.09%</td>
<td>1.06%</td>
<td>1.20%</td>
</tr>
<tr>
<td>MAPE</td>
<td>0.72%</td>
<td>0.71%</td>
<td>0.72%</td>
<td>0.77%</td>
</tr>
</tbody>
</table>

city. Therefore, collecting and processing such data is difficult and increase complexity.

In addition to seasonality, consumption during weekdays and weekends are different, as seen in Fig. 12. This complicates the application of SARIMAX type models and special techniques are needed [23]. In the proposed approach, the periodic variations are taken into account by the Fourier series expansion. In the literature, demand forecasting for
separate days using specific methods are also used [28]. A similar approach was adopted in earlier attempts but as the results were not found satisfactory, it was abandoned. The MAPE values of each day distributed between 3.43% and 4.19% which are greater than the modelling error of the proposed model in this paper.

Household electricity consumption is dominated by illumination, heating, and cooling needs; hence it has strong periodic components whose amplitudes depend on climatic conditions. At all prediction horizons, the stochastic nature of the demand has to be taken into account and appropriate tools have to be used. Holidays and special events are irregular but predictable events that affect electricity consumption to a great extent. In particular, in the Islamic world, religious holidays are determined according to the lunar calendar and they start 10 days earlier each year. These types of problems require special methods for dealing with special days and events.

As a further discussion of temperature effects, a scatter plot of electricity consumption for the years 2012–2017 versus temperature is presented in Fig. 10. The residual plots for day-ahead prediction and 1-h ahead forecast are shown in Fig. 11. Close-up for 1-h ahead forecast including actual, day-ahead prediction, and hourly forecast error is illustrated in Fig. 12.

Table 5
Comparison of errors after applying feedback to the day-ahead prediction through 2014–2017.

<table>
<thead>
<tr>
<th>Error/Forecast</th>
<th>Without Feedback</th>
<th>With Feedback</th>
<th>With AR</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSPE</td>
<td>4.38%</td>
<td>1.30%</td>
<td>1.11%</td>
</tr>
<tr>
<td>MAPE</td>
<td>2.93%</td>
<td>0.87%</td>
<td>0.73%</td>
</tr>
</tbody>
</table>

Fig. 10. Residuals for day-ahead prediction and 1-h ahead forecast.

Fig. 11. Close up for 1-h ahead forecast including actual, day-ahead prediction.

Fig. 12. Average daily curves for the years 2012–2017.
presented in Fig. 13. The data is arranged using 6-h intervals. It can be seen that especially during working hours, electricity consumption is more sensitive to high temperature than low temperature as pointed before as more electricity is used for cooling necessities in summer than for heating in winter.

6. Conclusion

Electricity demand forecasting plays a key role in power companies as they need to develop long- and short-term strategies. In this work, aggregate electricity demand for the period of 2012–2017 was analysed and a linear regression model in terms of the harmonics of the daily, weekly and seasonal variations and a modulation by seasonal harmonics was developed. A feedback mechanism and an autoregressive part to forecast the demand are added to forecast. The methodology calculates and updates the feedback coefficient at each step of the moving window and forecasts demand based on the new parameter. Then a better representation of the actual variability is included in the model and hence the forecast accuracy is improved.

The proposed method is able to forecast the hourly demand with a 0.87% MAPE with feedback and 0.73% MAPE with AR included from 2014 to 2017. The results are quite satisfactory for the electric power demand forecasting literature as well as the industry.

The proposed approach was implemented using Matlab and computations are performed with intel core i7-377T having 2.5 GHz of processing speed and 8 GB Ram. The long-term forecasting took 1.35 s, daily prediction for 4 years took 153.35 s and the entire analysis including the creation of visual elements took 227 s.

The proposed model is applicable to the electricity demand data for any country, provided that special days such as holidays are identified and treated separately. Nevertheless, better performance is expected to occur in cases where the usage of electricity for heating purposes is limited.
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