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ANOMALY DETECTION VIA MACHINE LEARNING

ABSTRACT

Retail companies monitor inventory stock levels regularly and manage stock levels
based on forecasted sales to sustain their market position. The accuracy of inventory
stocks is critical for retail companies to create a correct strategy. Many retail com-
panies try to detect and prevent inventory record inaccuracy caused by employee
or customer theft, damage or spoilage and wrong shipments. This study is aimed
to detect inaccurate stocks using machine learning methods. It uses the real inven-
tory stock data of Migros Ticaret A.S. of Turkey’s largest supermarket chains. A
multiple of machine learning algorithms such as Isolation Forest (IF), Local Outlier
Factor (LOF), One-Class Support Vector Machine (OCSVM) were used to detect
abnormal stock values. On the other hand, generally, researchers use public data
to develop methods, and it is challenging to apply machine learning algorithms to
real-life data, especially in unsupervised learning. This thesis shows how to handle
real-life data noises, missing values etc. The experimental findings show the perfor-
mances of machine learning methods in detecting anomalies in low and high level

inventory stock.

Keywords: Machine learning, anomaly detection, retail, inventory stock
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MAKINE OGRENMESI ILE ANORMALLIK TESPITI

OZET

Perakende sgirketleri, envanter stok seviyelerini diizenli olarak izler ve pazar konum-
larin1 korumak icin satiglara dayali tahminlere gore stok seviyelerini yonetir. En-
vanter stoklarinin dogrulugu, perakende girketlerinin dogru bir strateji olugturmasi
i¢in kritik oneme sahiptir. Bircok perakende sirketi, caligan veya misgteri hirsizligi,
hasar veya bozulma, yanlig sevkiyatlar nedeniyle envanter stogundaki yanligliklar:
tespit etmeye ve Onlemeye calismaktadir. Makine 6grenmesi yontemlerini kulla-
narak hatali stoklar1 tespit etmeyi amacglayan caligmamizda Tirkiye'nin en biiyiik
siipermarket zincirlerinden Migros Ticaret A.S.'nin gercek envanter stogu verileri
kullamlmigtir. Anormal stok degerlerinin tespiti icin Izolasyon Ormam, Yerel Aykiri
Deger Faktorii, Tek-Sinif Destek Vektor Makinesi gibi birden fazla makine 6grenimi
algoritmast uygulanmistir. Ote yandan, genellikle aragtirmacilar yontem gelistirmek
icin halka acik verileri kullanir; fakat 6zellikle denetimsiz 6grenme alanindaki makine
ogrenmesi algoritmalarini gercek hayattaki verilere uygulamak zordur. Bu tezde
gercek hayattaki verilerdeki problemlerin, 6rnegin verideki eksik ve ekstrem degerlerin
vb. nasil ele alinacagini gosteriyoruz. Deneysel sonuclar, diigiik ve yiiksek seviyedeki
envanter stogundaki anormalliklerin tespitinde makine ogrenmesi yontemlerinin per-

formanslarini gostermektedir.

Anahtar Sozciikler: Makine 6grenmesi, anormallik tespiti, perakende, envanter

stogu
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1. INTRODUCTION

Many retail companies keep their inventory levels under constant control and man-
age the inventory level according to the estimated future sales to support their
market position. Many companies develop a dynamic structure that automatically
predicts demand instead of static methods or buying a service or product that auto-
matically predicts the demand. In the retail industry, automatic demand forecasting
plays a vital role in inventory management for companies. The correct operation
of automated inventory management is based on the company information system
that provides accurate stock information [1]. Generally, the company information
system’s stock data are based on daily sales and shipments calculations. However,
the company information system’s stock values may differ from the actual stock in
the store and warehouse. If the stock in the system is lower than the existing stock,
it may lead to excessive products, resulting in extremely high inventory levels [2].
On the contrary, the order of products may be delayed, and the company cannot
satisfy customer demand. In either case, the faulty stock automated system cannot
operate to its full potential, resulting in a loss of profit. Inventory record inaccuracy
(IRI), the name given to errors in stocks in the literature, can be caused by manual
adjustments, theft, damage, and wrong shipments. IRI causes 1% sales and 3%

gross profit loss [3] in the retail industry.

Considering that there are millions of stock-keeping units (SKU) in the retail indus-
try, we can easily express that it is challenging to ensure stock accuracy and follow
it. Many retail companies implement Enterprise Resource Planning (ERP) systems
[4] to ensure consistency of inventory stock. To prevent wrong inventory stocks, the
human factor decreases day by day, but mistakes can be made in accepting goods or
sending goods from one store to other stores and ERP cannot handle these errors.

These directly affect the inventory accuracy in the system. Machine learning is one



of the methods that can apply to detect these errors in the inventory stock.

1.1 Inventory Management

Inventory is defined as a stock or store of goods in [5]. Companies generally stock
hundreds or even thousands of items in their inventory, from little products like
pencils, glasses, string, and buttons to major items like machinery, cranes, construc-
tion equipment, and trucks. The majority of things in a company’s inventory are,
of course, tied to the sort of business it does. As a result, manufacturing compa-
nies provide raw materials, buy components, semi-finished products, and completed
goods. Fresh and canned foods, packaged and frozen meals, home supplies, period-
icals, baked goods, dairy, fruit, and other items are all available in the inventory
of supermarkets. We can categorize inventory into six groups: raw materials, semi-
finished products, finished goods, equipment and supplies, maintenance and repairs,

and goods and services in transit [5].

Inventory management is an essential aspect of operations management [5]. Most
organizations and supply chains rely on effective inventory management, influenc-
ing operations, marketing, and finances. On the other hand, poor inventory man-
agement stymies operations, lowers customer satisfaction, and raises operational
expenses. Some businesses have outstanding inventory management, while others
have adequate inventory management. Many, on the other hand, have poor in-
ventory management. They have insufficient or excessive inventory, poor inventory
tracking, or misplaced priorities. What is missing is a clear picture of what needs

to be done and how it should be done.

Inventory control issues can result in both understocking and overstocking of prod-
ucts. Late deliveries, lost sales, customer complaints, and production bottlenecks
arise from understocking; overstocking wastes space and money that could be better
spent elsewhere. Although excessive overstocking may appear to be the lesser of two

evils, the cost of excessive overstocking can be staggering when inventory holding



costs are high, and things can easily spiral out of control. The overall purpose of
inventory management is to deliver exceptional customer service while keeping in-
ventory costs within reasonable bounds. When it comes to inventory management,
the two most essential considerations (decisions) are when to order and how much

to order.

It is indicated in [5] that there are five requirements for effective inventory manage-

ment:

e A way to keep track of what’s in stock and what’s on order.

A dependable demand projection that includes a cautionary note regarding

possible forecast errors.

Information on delivery timeframes and variability in delivery time.

Inventory holding, ordering, and shortfall costs are all plausible estimates.

A classification system for items in stock.

The first requirement is crucial since it assures that the others exist. The accurate
stock can aid in creating accurate forecasts at the right time. We focus on how
to increase the accuracy of inventory. The overview of the inventory management

process is shown in Figure 1.1.

Inventory Management
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Figure 1.1 Inventory management stages [6]



1.2 Anomaly Detection

Machine learning usage areas are increasing [7]. One of these usage areas is anomaly
detection. In machine learning, the problems of detecting abnormal values in data
are processed as anomaly detection (AD). AD means that a situation or formation
is different from its natural flow. In other words, it is a significant dissociation
of a point itself from its past value or predicted future value. These classes are
usually highly unequally distributed, with the normal class dominating the anomaly
one. However, recognizing anomalies can provide helpful information about the

application inside. Some examples are as follows [8]:

e Intrusion detection systems: Computers gather a large amount of data (infor-
mation) regarding system calls, logs, network traffic, and various other user
actions. Because of malevolent activities or prohibited instances, data might
sometimes indicate strange patterns. Intrusion detection is the process of de-
tecting these actions.

e Credit-card fraud: Fraud detection is one of the most critical financial system
cases. Credit card usage shows different patterns in many fraud cases, such
as buying costly items from different locations. Anomaly detection techniques
can detect such patterns.

e Interesting sensor events: Sensors are used in many real applications to monitor
the environment for the detected incident.

e Medical diagnosis: Information about patients is gathered via a variety of tests
and scans in numerous medical applications. Unusual patterns in data usually
indicate diseases.

e Time-series monitoring: Variables change over time, but sometimes they in-
crease or decrease suddenly. These events can provide important information.

e Law enforcement: Anomaly detection has a variety of uses in law enforce-
ment, particularly when unexpected patterns may be identified over time with
several actions by an asset. Trading operations frequently need to recognize

unexpected patterns in data to detect fraud in financial transactions.



e Earth science: Many systems capture a large quantity of data regarding weather
patterns and climate changes. Those data reveal a unique pattern of human

activity trends and environmental changes.

Anomaly
points

v

Figure 1.2 An example of anomaly points

In these applications, the data is located in a typical state. It is referred to as the
normal data model, and for unusual circumstances, there is abnormal data. Normal
data is also known as inlier, and abnormal data is called as outlier. An example of
anomaly points are shown in Figure 1.2. There are many algorithms for detecting

anomalies in the data [9]. The output of these algorithms can be of two types:

e Anomaly score: Most anomaly detection algorithms output a score for each
data point. This score provides the level of the anomaly. The most suspicious
points can be shown by ranking the data points. Also, the analyst can decide
on a threshold to flag anomaly points.

e Binary label: Some algorithms give binary labels that indicate whether or not
a data point is an outlier. Although some algorithms return binary labels

directly, outlier scores can also be transformed to binary labels.

When comparing anomaly score and binary label, we can easily say that anomaly



score has more advantages than binary because we can order score and define a
threshold to convert from anomaly score to binary label. Especially ordering is

critical for the business unit to analyze most suspicious events.

Anomaly detection methods have benefited from machine learning in recent years,
especially from deep learning. In this context, studies on anomaly detection are
generally carried out by applying supervised learning algorithms on labelled data.
However, obtaining labelled data in many applications is very time-consuming and
costly. In addition, each different situation for labelling may require a separate area
of expertise. Therefore, supervised learning algorithms are limited by the availability

of labelled data.

1.3 Why Is Unsupervised Anomaly Detection Used?

Labelled data are scarce, researchers are working to develop unsupervised learning
models to apply them to problems and tasks that have previously been disregarded.
However, unsupervised learning is still a complex topic to tackle, as it consistently

under-performs supervised learning in various tasks.

Supervised learning allows you to produce an output with results from previous
experiences. But unsupervised learning can reveal unknown patterns in the data,
allowing you to obtain a unique result that has not been experienced before. In
other words, while output variables are given along with the input in supervised
learning, in unsupervised learning it is desired to produce an output that can solve
the problem by only giving the input data. In this way, supervised machine learning

helps solve a variety of real-world computational problems.

When we look at people’s diseases, it is easy to deal with diseases that have a cure,
such as flu and malaria, and to compare them with each other. However, SarS-CoV-
2 (CoViD-19) is an anomaly that shows features other than other diseases. Had
this anomaly been detected at an early stage, its spread could have been contained

and would not have led to a pandemic. A supervised learning procedure would fail



to detect it as an anomaly, as it is a new anomaly that has not been seen before.
Because the supervised learning model learns patterns only from the labeled data in
the current dataset. But an unsupervised learning algorithm could detect this virus

as an anomaly, as it would not match data from pre-existing diseases.

Finally, it is worth noting that the human reaction to unanticipated world discover-
ies, precisely the human form of realizing anomaly detection, is mainly unsupervised.
Here is a simple example inspired by another unsupervised learning example given
in [10]. In the early days of life, a newborn is typically perplexed by the environ-
ment he senses. On the other hand, a newborn can create his sense of normalcy,
that is, learn and become aware of it, after experiencing the new world for a while
and gathering some observations of the surroundings without any monitoring. He is

frequently disturbed when he sees an unfamiliar face since he does not recognize it.

The idea underlying this simple example underpins the principles of unsupervised
anomaly detection, which will be the primary emphasis of this thesis. Because
the dataset that inspired this thesis is fully unlabeled, this thesis aims to improve

unsupervised anomaly detection.

1.4 Motivation & Purposes

In the previous sections, we focused on the importance of inventory management.
Accurate inventory stocks are essential for the customer experience and the company
expenses. In this framework, when we show the inventory stocks numerically, we
can analyze the trend. We can say that the errors in the inventory are an anomaly.

To find these errors, we can use anomaly detection methods via machine learning.

This study aims to detect the anomalies before they are reflected on the store by
using the real inventory stock data of one of Turkey’s largest supermarket chains with
outlier detection methods based on machine learning. Inventory record inaccuracy is
a big problem in the retail sector [1], and detecting the anomaly before it occurs and

generating an alarm in case of a mistake can prevent this error before it happens.



The points we aim to contribute to the literature in this study are as follows:

e Detect anomalies in data whose characteristics change over time; because peo-
ple’s consumption habits can change or the company’s strategy can change.
e Reduce the number of false alarms in the anomaly detection system; companies
have limited sources to investigate the alarm.
e Establishing a dynamic anomaly detection structure:
— Adding a new feature should be easy.
— Extracting the current features should be easy.

— Defining the thresholds should be dynamic.

1.5 Thesis Outline

The rest of this thesis is organized as follows:

e Section 2 presents the background of inventory record inaccuracy (IRI) and
some unsupervised anomaly detection methods.

e Section 3 provides a theoretical background for the unsupervised anomaly
detection methods.

e Section 4 explain our methodology in seven parts; they are data gathering, data
preprocessing, feature engineering, feature selection, application of models,
SHAP analysis and interpretation of results.

e Section 5 describes our experimental results of comparing the models.

e Section 6 explains the findings in the thesis and makes recommendations for

further research.



2. LITERATURE REVIEW

In this section, the relevant literature has been reviewed in two stages. Firstly, the
studies carried out to ensure stock accuracy based on inventory management are
examined. Then, unsupervised anomaly detection methods and the studies they

used are explained.

2.1 Inventory Record Inaccuracy

Inventory management processes are among the most significant key factors for
the inventory carrying companies aiming minimum operational cost while providing
high-quality service with maximum product availability. Therefore, the information
gathered from automated inventory management information systems is crucial for
a successful business. However, while the correct data supports the right decisions,
incorrect ones can lead to revenue losses due to out-of-stock cases arising from
Inventory Record Inaccuracy (IRI) [11]. The presence, effects, causes, reduction

and measurement methods of IRI consists of the five main classifications regarding

studies of IRI.

The presence of IRI in companies, regardless of having enterprise resource planning
(ERP) systems or not, is identified via experimental proofs from several papers which
define the difference between QR (recorded inventory quantity) and QP (psychical
stock quantity) [3]. For instance, [11] disprove the popular opinion that retailers are
good at knowing the number of products they actually have in their stores while
working with distinguished sponsor companies of Auto-ID Center at MIT. One of
these global retail companies’ stores is better at perfect inventory accuracy rather
than other stores; there is a maximum 80% match between QR and QP. In contrast,

two-third of inventory records were inaccurate. It is also demonstrated in [12] that



similar results with the study on systematic variation in IRI. By observing 37 stores
belonging to one retailer, it is discovered that only 35% of the 370,000 inventory
records are matched with the quantity at the store and do not show IRI problems.

In contrast, 65% of leading retail chain records are inaccurate.

Customer service level can also be seriously affected by IRI, and even at a low level
[13]. It is also found in [13] that IRI can risk supply chain stability due to their
modelling, covering a numerical simulation that supposes varied mistakes. It is also
refered in [14] that damaging effects of IRI on operating performance by observing
the daily variation of IRI that is indicated by daily collected data from discrete-
event simulation experiments to a multi-spectral retailer. It is revealed that IRI
declines service levels, so implementations based on ignorance of daily IRI variation
need to be revised to multi-day counting for assessing daily IRI and identifying
its reason. It is argued in [15] that MCDC (multi-channel distribution center) is
highly sensitive about IRI. The inventory system’s stability and convenience can be
negatively affected by IRI if it is at substantial levels and has a changing level of
consistency. Product availability can suffer from a low level of IRI, which can lead

to a reputational loss for retailers.

Some of the causes of IRI are described in [16] as backroom and shelf shrinkage as well
as part-time labour with a lack of feedback loop and unsuccessful in reducing IRI.
Theft, damage and poor quality are also considered as factors besides transactions
[12]. Based on the dependency of transactions, IRI can have permanent or temporary

reasons.

The frequency of audit, the quantity of annual selling, cost of the product, volume
of monetary, variety of products, mode of distribution, physical distribution model,
the density of inventory are also casual agents of IRI [12]. It is stated in [17]
that increased product variety and inventory levels result in high deformity rates.
Employee related issues like turnover, training, workload, the effort also consists of

drivers.

10



In order to reduce IRI, studies provide different management options. The replen-
ishment policy development is highlighted in [18] as the design of better cycle count.
It is refered in [19] that RFID (Radio Frequency Identification) technology as an

opportunity to monitor continuously via RFID readers.

The Bayesian Inventory Record, which is introduced in [12] and used to estimate the
probability distribution of the inventory in the presence of stochastic IRI triggers.
The distribution is utilized to create a strict replenishment rule in an operational
scenario. One of the essential aspects of the computations is replenishment, which
captures the fluxes of the goods in the same manner that NRI does in the proposed

IRI measure.

2.2 Unsupervised Anomaly Detection Methods

Anomaly detection is assessed as supervised, semi-supervised, or unsupervised, sup-
ported by whether the labels are used within the training process [20]. We concen-
trate on unsupervised learning algorithms, which are mainly grouped into classical
anomaly detection and deep anomaly detection methods. The overview of anomaly

detection methods can be found in Figure 2.1.

2.2.1 Classical anomaly detection methods

Classical methods use linear calculation, and some of them are distance-based,
density-based, angle-based methods. These methods are based on statistical and
similarity calculation; therefore, the training phase takes too much time when data

is increasing.

Density-based methods focus on data points in the specific region of space. Density-
based methods are significantly related to clustering, and distance-based methods
use the distances specific region, and we can say these regions are similar to clusters.

Density-based methods detect locality-sensitive outliers.

11
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Figure 2.1 The overview of anomaly detection methods

The one popular density-based method is the Local Outlier Factor (LOF) [21]. LOF
can measure data points’ patency to adjust variations of different local densities. It
considers that samples whose density is significantly lower than their neighbours are
an outlier. LOF calculates the score for each data point by computing the average
densities of the neighbours to the density of the point itself. The LOF methods
to discover data outliers, data inaccuracies and traffic irregularities in real-world

scenarios such as accidents, traffic jams, and low volume are used in [21].

An example of LOF outlier scores is shown Figure 2.2. In Figure 2.2, there are two
clusters in the upper right and lower left, and the points that diverge from these

clusters are determined as outliers. LOF outlier scores are circled.

Another density-based method is clustering. There is a very strong relationship
between clustering and anomaly detection. There may be some outlier values as

well as points that are similar to each other. Clustering aims to divide a large

12
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Figure 2.2 LOF outlier scores example [22]

data collection or sample into subgroups based on point similarity and evaluate
them individually. Also, anomaly detection aims to find not similar points with
other points. Generally, many algorithms defined outlier values as a side-product
in their outputs. However, it is essential to understand why these points are outlier
and how they are similar to their clusters. To find the reason for the anomaly,
we have to find outlier scores that give the points different from other points [23].
The simple definition of clustering form is to find the distance between points and
cluster centroids. Generally, there is more than one cluster, and we have to find
the distance between points and their closest cluster. To understand cluster-based
techniques, we can focus on the basic clustering algorithm that is K-means. K-
means separate the data to a fixed number (k) of clusters. Each cluster is a group
of data points grouped by their similarity and have a centroid, and all points in the
clusters are close to their cluster centroids. Each point is assigned to the closest
cluster centroid, and the process aims to keep the centroids small. K-means are
used in [24] to detect intrusions, and simulations show that this approach effectively

detects unknown intrusions in real-world network connections.

Another popular method is Isolation Forest (IF) is similar to decision tree algo-
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rithms. The algorithm aims to isolate the anomaly values by randomly selecting
an attribute from the dataset and then randomly splitting the value between the
minimum and maximum values. The randomly partitioning of the attribute proves
a shorter path for the anomaly points that will be separated from normal data.
Since they scale well with huge datasets and offer rapid prediction speeds. Further-
more, they operate well with various features, such as discrete and continuous, so
the features do not need to be normalized. The disadvantage of tree-based methods
is that they are susceptible to variables in data with a small number of samples.
For example, they can mark all special days as anomalies. There are many applica-
tions of the Isolation Forest, such as network traffic anomaly [25], credit card fraud

detection [26] and monitoring machines [27].

Another popular classical method is a one-class support vector machines (OCSVM)
that differentiate one class of observations from another by using hyper-planes in
multidimensional space [28]. One-class support machines are linear and logistic
regression variants with margins used to avoid overfitting, like regularization in
regression models. In addition, the sum of squared errors can be employed as a
loss function in SVMs. An SVM model attempts to segregate data by as large a
separation as feasible while penalizing incorrect predictions on the wrong side of the

gap. The SVM model then forecasts by dividing points to one side of the gap.

Another classical approach uses time series forecasting methods such as AutoRe-
gressive (AR) and AutoRegressive Integrated Moving Average (ARIMA) to predict
and calculate the difference between actual and predicted values. If the difference

is high, the point has the potential for anomalies [29].

2.2.2 Deep anomaly detection methods

We can divide deep learning anomaly detection models into two groups: forecasting
and using the reconstruction error of input values [20]. In forecasting models, the

alm is to train the model with past values and make predictions for the future
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using this model. The difference between the estimates and the actual values gives
us information about the degree of abnormality of the points. Recurrent neural
network (RNN) and long short-term memory (LSTM) are very popular for sequence
prediction. In [30], authors use RNN based model to detect anomalies in multivariate
time series data to prevent cyber-attacks by minimizing the mean squared error
between actual and predictions. In [31], they use LSTM to detect anomalies in
manufacturing processes by using advantages of long-term effects of processes. Also,
[32] combines LSTM and OCSVM to increase the learning performance of LSTM
because the training of deep learning forecasting models takes time and memory. The
reconstruction model focuses on several approaches for lower reconstruction error.
For example, autoencoders are frequently used for anomaly detection by learning to
rebuild a given input. The model is only trained on normal data. When it cannot
rebuild the input with the same correctness as ordinary data reconstruction, the

input sequence is labelled anomalous data [20].

LSTM autoencoder models can reveal anomalies using long-term effects [33]. Vari-
ational autoencoders are autoencoders representing the relationship between two
random variables, latent variable z and visible variable x. A prior for z is typically a
multivariate unit N'(0; 1). VAE learns the distribution of variables, and this feature
provides a dynamic structure for different variables. In [34], the authors define the
reconstruction probability for anomaly detection as the average probability of the
original data provided by the distribution. Anomalies are data points with more

significant reconstruction possibilities and vice versa.

We prepared this study to reduce the Inventory Recording Inaccuracy (IRI) high-
lighted in [11] in Migros Ticaret A.S. inventory. In this thesis, we identified the
differences between amount of psychic stock and amount of recorded inventory on
retail company inventory records, similar to the studies in [11] and [12]. The histor-
ical stock averages of the SKUs were used to detect inconsistencies in the inventory
stock. In our study, we embraced the idea in [13] that IRI could compromise supply

chain stability. In addition to the current stock amount, we also examined the stock
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movement amounts and included them in the model. [14] examined diurnal varia-
tion of IRI. In the data set in this study, we did not include sequential daily stock
data. We created a model that compares the current stock data of a day with its
historical average and detects anomalies. By scheduling this model, we have set it up
to run again every day. As noted in [15], IRI has a negative impact on distribution
centers. While confirming the model outputs with the store managers, we found
that the mistakes made in the distribution centers seriously affect the store stocks.
It is demonstrated in [17] that increased product diversity affects IRI. In our study,
we found that stock quantities were wrong in SKUs with similar names. It is stated
in [19] that continuous monitoring is possible with an RFID reader. However, in the
errors we encountered in the process of preparing this study, we also encountered
IRI originating from the RFID reader. In [20], it was stated that anomaly detection
studies were classified according to whether or not labels were included in the train-
ing. In this study, we applied the Unsupervised Learning method because we used
unlabeled data. Unsupervised anomaly detection methods are also classified within
themselves. In this thesis, we used distance-based LOF, tree-based IF, and OCSVM

that is a type of SVM, which are in the classical anomaly detection methods group.

In [21], the LOF method is used in real-world scenarios. Similarly, we used the
LOF method on real-life data in our study. In [24], an intrusion detection study
was conducted with real-life scenarios and K-means is used as anomaly detection
method. We did not use the K-means method in our study. Because, just like
K-means, distance-based LOF gave successful results in our data. In [25], [26] and
[27], TF, another method we used in our study, was used. However, the aim of our
study is different from those in those studies. Network intrusions were used in [25],
[26] a fraud study on credit cards, and monitoring machines in [27]. The data in
our study belong to the retail sector and we aimed to detect stock anomalies in the

inventory.

In addition, we examined deep anomaly detection methods, but we did not use

them in our study. In the future, a stock estimation mechanism can be created
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using autoencoders to improve this work. With this thesis, we included OCSVM,
another classical anomaly detection method apart from IF and LOF, into our model

in order to solve the current business problem.
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3. THEORETICAL BACKGROUND

3.1 Isolation Forest (IF)

Isolation Forest (IF) is an unsupervised machine learning algorithm that is used to
detect outliers or anomalies in a dataset. IF differs from other algorithms in that it
tries to isolate abnormal data points from the beginning. Anomalies are points that
deviate from other points, and also there are fewer outliers than inliers, therefore

they are more susceptible to isolation.

A tree structure called Isolation Tree or iTree is used to isolate outliers. Anomalies
are isolated closer to the roots of the tree. Because they are sensitive to isolation.
Normal points other than anomalies are isolated at the deep ends of the tree. This
characteristic is the basis of IF’s anomaly detection [35]. An example of iForest with

multiple iTrees is shown in Figure 3.1.

iForest
| iTree 1 iTree 2 |
_—_ b
x Y ey
Anomaly 0 D |:|' III
" T
Normal D " - E]

Figure 3.1 Isolation Forest (iForest) structure

In a proper binary tree (iTree), each node has exactly zero or two additional nodes.

T is assumed to be the node of an isolation tree. Internal nodes have exactly two
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daughter nodes with one test; 77, and Txr. External nodes do not have additional

nodes.

Suppose there is a dataset X of n instances from a d-variate distribution and IF is
used on it, then X is recursively divided by randomly selecting the feature Q); € @1,
..., Q4 with equal probability from the set of features and a split value p which gives
an isolation tree. After the feature (); is chosen, the value belonging to this specific
feature X (Q;) is compared with the split value p for every datapoint. If X (Q;) <
p, the datapoint will go to 77, and otherwise it will go to T. This is done until
the tree reaches a height limit! or there is only one datapoint from the set X left
or all data in X have the same values. This is the first stage of the model and it
is called the training stage. In this stage, the isolation trees are constructed from a
sub-sample of the data. In Figure 3.2, an example of an isolation tree created from

a small dataset can be seen.

Dataset Isolation Tree
X y
0 1
2 3 x <2 x=2
2 5
(0,1)
y<4 y=4
(2,3) (2,5)

Figure 3.2 An example of an isolation tree [35].

In isolation trees, instances are partitioned recursively until all of them are isolated.

Anomalies are isolated earlier in the trees than the normal instances, because of their

IThe trees are cut off at the pre-set height limit to reduce the computation time of the
IF algorithm.
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distinguishable attribute-values. To illustrate that outliers are more susceptible to

isolation than inliers, an example is given in Figure 3.3.

"YH

Figure 3.3 In a 135-points Gaussian distribution, 12 random segments are
required to be isolated from a normal point x;, while 4 segments are required to
isolate from an anomaly x, [35].

The second stage is the evaluation stage, where an anomaly score s is derived from
the expected path length E(h(x)) for each instance. The path length h(z) of a data-
point x is represented by the number of edges from the root node to a terminating
node as this point x passes through the isolation tree. The expected path length
is derived by passing all the datapoints through each isolation tree in the isolation
forest. Tt is then the average value of h(z) from all the isolation trees that were
built. However, the trees have a height limit, and thus, it can happen that the tree
is not fully grown. These are early terminated nodes, which means that these nodes
will contain more than one datapoint. If this is the case, an extra constant c¢(n) is
added to the path length of the instance in the early terminated node. This ¢(n) is
the average path length of an isolation tree that is built with n datapoints. Finally,
the anomaly score of a datapoint x for a dataset of size n is given by

s(z,n) = 27 (3.1)
with E(h(x)) being the average value of h(z) from all the isolation trees that were

built. We see the following:

As E(h(z)) — e(n) : s(z,n) = 270 =271 = 0.5, (3.2)
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As E(h(z)) — 0: s(z,n) =2 @ =20 =1, (3.3)

As E(h(q;)) —n—1: 5(;(;’n) = 27% = 2_%'1nn7118‘1577271 —0asn— oco. (34)

This score s can be used to identify outliers. If s(z) is close to 1, then z is an outlier.
If s(x) is much smaller than 0.5, then x is normal observation. If s(z) is around 0.5

for all instances, then the set of instances does not contain clear outliers.

It is clear that anomalies will be isolated closer to the root of the tree than inliers.
[F uses multiple isolation trees for a given dataset to isolate the anomalies. The
input of this method only consists of two variables, namely, the number of trees
to build and the sub-sampling size. The sub-sampling size controls the training
size of the algorithm. A sample of the overall data is taken randomly and used
to construct an isolation tree. Two major advantages of this method are that the
detection performance converges quickly with a very small number of trees and it
only requires a small sub-sampling size to achieve high detection performance with
high efficiency. Better isolation trees are built from small sample sizes, because the
swamping and masking effects are reduced. Swamping happens when the method
wrongly labels normal instances as outliers. Masking is the case if there are too
many outliers. Another characteristic from IF is that it does not need additional
measures to detect the outliers. This reduces the computational cost. It can also
easily handle large data sizes. Moreover, it can be explained why a datapoint is an
outlier in a certain dataset by looking at the specific paths in the isolation trees and

the different features used at every split.

3.2 Local Outlier Factor (LOF)

This approach is suggested in [21] to find outliers in a dataset. Local Outlier Factor
(LOF) is an unsupervised machine learning algorithm that tells us the degree of
abnormality of a point (observation). LOF is one of the best known algorithms and

is widely used in anomaly detection.

The LOF algorithm is defined in [21] by using density-based methods. LOF is
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actually similar to the K-Nearest Neighbor (KNN) classification algorithm. Because
it carries the idea of nearest neighbors when determining the score of outliers or
anomalies. The common points of the two algorithms are that the distances to the
neighbors are taken as a basis when making judgments. Also, there is a big difference
between the two algorithms. KNN tries to find out who the point of interest looks
like. On the other hand, it is tried to find which point is not similar to its neighbors
in LOF. The k value here indicates how many neighbors will be judged. So it is a
hyper parameter. If we set the k value too small, the algorithm becomes susceptible
to noise. For large k values, it may miss local anomalies. To understand LOF, we

have to learn a few concepts sequentially:

k-distance

Reachability distance (RD)
Local reachability density (LRD)
Local Outlier Factor (LOF)

k-Distance

The distance of a point A to its neighbors is calculated according to the selected k
number, and these distances are ordered from smallest to largest. The distance in the
kth order gives us the k-distance. So it is the kth nearest neighbor. Let the set of k
nearest neighbors of A be denoted by N (A) = {B € 2 - {A} : d(A, B) < dx(A)}. If
there are n points (observations), since the distances of all points will be calculated,
a total of n(n — 1) /2 distances will be calculated. For example, for a data set of 150
observations, 11,175 distance calculations are required. Figure 3.4 shows k-distance

(k=3) for point A.

Reachability Distance (RD)

k-distance is used when calculating the reachability distance. This k-distance spec-
ifies the distance between two points. Normally, there is already a distance (like
Euclidean) between two points. There is also a k-distance between the two points.

Reachability distance is the farther of these two distances between two points.
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Figure 3.4 k-distance — d(A)
RD is formulated as follows:
dyeach (A, B) = max{d(B),d(A, B)}. (3.5)

The average reachability distance of A is

Tonen(A) = > Ben(a) dreach(A, B) (3.6)
reac | Nk(A) ‘
Local Reachability Density (LRD)
LRD of a point is reciprocal of reachability distance, i.e.,
lk(A> = [areach<A)]71- (37)

LRD for point A is shown in Figure 3.5.

Local Outlier Factor (LOF)
The resulting LRD is compared with LRDs of all points in Ni(A), and the ratio is
defined as LOF:

ZoeNk(A) Ie (A) ]

L) =R @

(3.8)

LOF generates a score for each point. If points have large LOF values, they are

determined as outliers.
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Figure 3.5 Local Reachability Density (LRD)

To account for k, the result is determined as follows: Ly(A) is calculated for the
selected k values in the pre-specified range and max Lj(A) is kept. A point with
a large LOF value is determined as anomaly [36]. A detailed description of LOF

Computation is shown in Figure 3.6.

3.3 One-Class Support Vector Machine (OCSVM)

The One-Class Support Vector Machine (OCSVM) is a specially designed variant of
SVM that is an unsupervised machine learning model used for outlier or anomaly
detection. OCSVM is different from the generaly used the regular supervised SVM
algorithm. In the OCSVM, there are no target values (labels) for model’s training.
However, by learning the limits of the inliers (normal values), it determines the
values outside this limit as outliers [37]. An example of OCSVM outlier detection

is shown in Figure 3.7.

The SVM is proposed in [37] that maps the input vector in the high-dimensional
feature space. Then, the decision boundary or separation hyperplane determined by

the support vectors is obtained. The negative values indicate outliers, and positive
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Require: k, D.
Ensure: L; - LOF score for each object in D

1:
2:
3:

25:
26:
27:

4
5
6:
7
8

9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:

22:

23:
24:

Lk = ﬂ
for A€ Ddo
N (A) = NULL
for Be D do
if [Ni(A)| < k then
Add B in Ny (A)
else
Let s* € Ni(A) be such that dist(A, s*) > dist(A, s) for all s € Ny (A);
if dist(A, s*) > dist(A,B) then
Replace s* € Ny (A) by B
end if
end if
end for
dy(A)=max{dist(A, s)|s € N;(A)}
end for
for A€ Ddo
for Be Ddo
dreacn(A,B) = max{di(A), d(A,B)}
end for
end for

forA € Ddo
_ | Nk (A
I‘: (A) - ZBEN;([Afdmack(A;B)
end for

for A€ Ddo
Ig(o)
LiA) = (oM i

[N (A ]
end for
return L;

Figure 3.6 Algorithm of LOF Computation [36]

30 Qutlier Detection

— learned boundary
@@®@ training samples
pbp test samples

2.5

2.0

1.5

Feature 2

1.0

0.5

0'%.0 0.5 1.0 1.5 2.0 2.5 3.0

Feature 1

Figure 3.7 OCSVM boundary and outlier detection [38§]
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values indicate normal data. OCSVM learns a hyperplane in a breeding kernel
Hilbert space to separate data points from the origin. It maximizes the distance
from the origin to the hyperplane. Data points far from the origin are positively
labeled. The origin is labeled as negative [39]. The data are separated into normal
and abnormal parts by the hyperplane. Those that deviate abnormally from normal

data pattern are determined as abnormal data [37].

OCSVMs have two formulations. The first formulation uses an n-dimensional plane
or hyperplane for the decision boundary. The second one uses hypersphere instead
of hyperplane for decision boundary. When we examine the second formulation we
see that, the hypersphere has a center named a and its radius is R > 0. Let’s

consider n as the number of data points given by z; ; i =1,2,....n.

Euclidean distance from hypersphere center is expressed as | z; —a |. Also, the
Euclidean distance to a given data point is the same. It is desirable to minimize the
R? cost function. Each point locates on or within the hypersphere. The constraint

is |2z —a| <RV .

In this way, anomalies greatly affect tuning. Let’s change the cost function to

R*+ CY".¢& . Then, let’s change the constraint to | x; — a |2 <R2H+&Vi.

Here, & represent positive weights and are associated with each data point. The
higher its value, the less it will affect the setting of the data point R. C' acts as a

trade-off between classification and volume errors.

If we combine this with the Lagrange Multipliers method, one obtains the cost

function as
L(R.a,a,7,6) = P4+ CY &=y aRP+&—(x —2a-x+al*) = Y 7,

where, 7; > 0 and «; > 0 are Lagrange multipliers. £ should be maximized with

respect to 7; and ;. But, R must also be minimized with respect to a and &; [40].
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4. METHODOLOGY

This section introduces the proposed anomaly detection framework for a retail com-
pany. We first describe how to decide stores and products, and collect data from
big data platform. Secondly, we introduce variables and explain transforming the
missing values. Then, we present how to apply machine learning (ML) methods.
Finally, we describe how to use the results of ML methods and how to evaluate the

generation of alarms. The workflow of the methodology is shown Figure 4.1.

Data Preprocessing
Interpretation of

‘L Feature Selection —» Modelling —»
Data Gathering f Results

PySpaik Feature Engineering

Figure 4.1 The overview of the methodology

4.1 Data Gathering

We collected data from the big data platform by using PySpark. PySpark has
been released to support the collaboration of Apache Spark and Python, and it is a
Python API for Spark.

In the meeting held with the business unit, it was discussed which stores and which
products had most of the problems. Based on the needs, the data in the necessary

tables were matched and combined.

The business unit suggested that we group them separately on store-SKU basis, as
the quantity of stock varies for each store and each product. To give an example for

product hierarchy, X brand chicken wing(201) and Y brand chicken wing(202) are in
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the same Wing Subcategory; drumstick, wing and breast are in the Piece of Chicken
Category; whole chicken, chicken offal and piece of chicken are in the Chicken Main

Category. The product hierarchy is shown in Figure 4.2.

Main Category

‘ Drink ‘ ‘ Chicken ‘ Fruit / Vegetable
! )
Category
‘ ‘Whole Chicken ‘ Piece of Chicken ‘ Chicken Offal ‘
~ >
Subcategory
‘ Wing ‘ Drumstick ‘ Ereast ‘
N, b -
71— ——1—
SKU \\ (}

Figure 4.2 An example of product hierarchy

In this study, the products and stores with the most errors in the quantity of stock
recommended by the business unit were examined. However, products in other stores
and product categories can also be included in the model when they are examined.

The masked version of the data used in the model is shown in Figure 4.3.

Store_Number Store Name Product Number Product Name Stock Transaction_Name Transaction_Quantity
57 Store X 207 éﬁﬂg’ﬁz’; 0.496434 ‘Varenouse tﬂ;}fgﬁ 0.316543
50 Store Y 224 Bcgig;esg 0.629895 ‘Varehouse tagﬁ)o;g 0.374138
62 Store Z 215 ?eﬁg;'gfg 0.580467 Edi“‘gug::’tﬁ'; 0.063137
52 Store Q 215 ?eﬁg;'fig 0.5573s0 /Varenouse t‘&;}?gﬁ 0.157051
58 Store W 201 J ChickenWing 0825500 'Varehouse fo Store 0.648524

Upload

Figure 4.3 Masked version of a certain part of the data
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4.2 Data Preprocessing

Data preprocessing refers to the steps involved in transforming or encoding data
to be easily interpreted by an algorithm [41]. Each data point may have unique
properties, making it challenging to standardize the data. Furthermore, several
issues may occur while gathering data. Data may be collected from several sources,
there may be an issue with the system’s flow, or the data going to the source may

be incorrect.

For instance, suppose you collect data from numerous sources for students at school.
Similarly, it is doubtful that all data with hundreds of records will be correct. For
example, the age information or the student’s surname may be missing in some

records.

We preprocess the data to make it easier to understand and use. This procedure
removes inconsistency or duplications in data that might impair a model’s accuracy.
Data preparation also guarantees that no values are wrong or missing due to human
mistakes or defects. In short, applying data preparation techniques improves the

completeness and exactness of the data.

4.2.1 Data imputation

The substitution of approximated values for missing or unreliable data elements is
known as data imputation [42]. The replacement values are meant to provide a
data record that is not prone to errors while editing. In our problem, some values
of inventory stock can be missing because of system errors, or if there is no stock.
We impute missing values with 0. Also, occasionally inventory stock is less than
zero because, on some days, the number of products returned by customers may be

higher than the product sold in subcategories; we replace negative stocks with 0.
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4.3 Feature Engineering

Feature engineering increases the predictive power of machine learning algorithms
and leads to better results by creating new features from raw data that helps stream-
line the machine learning process. We do feature engineering in two parts; Categori-

cal Encoding and Data Normalization.

4.3.1 Categorical encoding

The most popular method is one-hot encoding (OHE), where each categorical value
is transferred to a particular feature in the dataset containing binary 1 or 0. This
operation requires mapping categorical values to integer values first. Then, each
integer value is represented as a binary vector with all zero values except the integer

index marked with 1.

OHE makes the representation of categorical data more impressive and easy. Many
machine learning algorithms cannot work directly with categorical data. Therefore,
categories must be converted to numbers. This operation is required for input and
output variables that are categorical. The transformation of values using OHE is

shown in Table 4.1.

Table 4.1 Transformation of transaction names using OHE

Original Value (Transaction Name) | Transformed Value

Warehouse to Store Upload 0

Editing Stock Quantity 1

4.3.2 Data normalization

The second step is data transformation, converting data from one format to another
useful format. We use featurewise min-max normalization transformation because

variables measured at different scales do not contribute equally to the model fitting
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and learned function and may result in bias. We can formulate min-max transfor-

mation as:

_ x; — min(2)
Fnew = max(x) — min(z) (4.1)

When we look at Table 4.2, the original values are between 8 and 12. When we
apply min-max normalization, the range becomes 0-1. The maximum value is 12,
and it becomes 1 in the new representation. We apply this method to all variables

in the dataset.

Table 4.2 An example of Min-Max Normalization

Original Value | Calculation | Normalized Value
10 . 0.5
8 ((182_—84)) 0
1 g 1
9 o 0.25

4.4 Feature Selection

The main criterion for success is to find the right features and set up the model
using it cleaned. Using too many variables can reduce the performance of the model.
Feature Selection is also required to get a model that is easier to understand and

works faster. Additionally, it reduces the risk of overfitting in the model.

It is more difficult to implement feature selection in unsupervised learning than in
supervised learning. Label information is expensive to obtain which requires both
time and efforts. Unsupervised methods seek alternative criteria to define feature
relevance. In this study, we used more than one method while applying feature

selection and we also benefited from our business knowledge.

We used the Variance Threshold, Mean Absolute Difference and Dispersion Ratio

methods. The features with high correlation were determined with the Pearson
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Correlation method. Then, we created a correlation matrix using Python’s data

visualization library Seaborn. The correlation matrix we created is shown in Figure

4.4.

The correlation matrix in Figure 4.4 shows the relationship between all the features
and each other and values are positioned between -1 and 1. Values close to -1
indicate negative correlation and values close to 1 indicate positive correlation. The
values of two positively correlated variables increase or decrease together. As the
value of one of the two negatively correlated variables increases, the value of the
other decreases. If the value is close to 0, it shows that there is no relationship

between these two variables.

Store_Number -
Product_Number - 0.0

Stock - 0.1 00

10

Transaction_Type - 0.0 0.0 0.1 0.8
Tansaction_Quantity - 0.1 01 01 06
Min_Transaction - 0.1 0.0 0.2 D4
Mg Transaction - 0.1 0.0 4.1 10 -0z
Max_Transaction - 0.1 00 10 =00

=]
[=1
=1
=

Min_Stock - 0.1

fwg Stock - 0.1

&
o
=
-

07

Max _Stock - 0.1 00 0.1

10

Stock
=
- =
Fansaction_Quantity - £ 2 2 .. =

Max_Stock -

Min Stock

Avg Stock

Store_Number -

Product_Mumber -
Tansaction Type -
Min Transaction
Avg Transaction

Max_Transaction

Figure 4.4 Correlation matrix
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We detected the features with a correlation value close to 0 with the Stock feature
via the correlation matrix. In order for our model to produce more accurate outputs,
we removed Store_Number, Product_Number and Transaction_Type features from

the data set and did not include them in the model.

4.5 Modelling

We used three machine learning algorithms within the scope of the research, namely,
Isolation Forest, Local Outlier Factor and One-Class Support Vector Machine meth-
ods. The theoretical background of the MLL methods used in modeling is mentioned
in the Chapter 3. Since the splits of the decision tree are chosen at random, Iso-
lation Forest is faster to train. In general, SVM are slow to train, especially with
respect to the training set size. Since LOF works locally, it has the ability to catch
the points missed by Isolation Forest and OCSVM. Since LOF works locally, it can
catch different outliers than IF and OCSVM. Details on the use of the methods are

mentioned in Chapter 5.

4.6 SHAP Analysis

SHAP(SHapley Additive ExPlanations) Analysis provides us results by calculating
Shapley values from game theory, using the logic in Shapley game theory [43]. Shap-
ley values are a method of showing the relative impact of each feature (or variable)
we measure on the final output of the machine learning model, by comparing the
relative impact of the inputs to the mean. Machine learning models are difficult
to explain with traditional methods. SHAP is an alternative method that makes
models more explainable. The SHAP method allows observing the effect of each
feature on model success. It can offer the opportunity to create the same or higher

model success with the most effective features detected [44].

The effect of the features that affect the prediction result while making a prediction
is shown in Figure 4.5. In the SHAP Analysis example in Figure 4.5, the input
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variables Age, Sex, BP, and BMI were used. The effects of these variables on the
output of the model are shown as positive (red) and negative (blue) on the SHAP
waterfall plot.

Output=0.4 Qutput=04
T
Age =65 — +0.4 k— Age =65
Sex=F — [ 03 | «— Sex=F
BP =180 — 1 — BP =180
BMI =40 — — BMI =40
T
Base rate = 0.1 Base rate =0.1

Figure 4.5 Example model estimation explainability with SHAP [45]

4.7 Interpretation of Results

When samples formerly identified by the business unit were tested in our model,
all three algorithms detected anomalies correctly. Since there is no comparable
target value in the current data used in our study, we worked in coordination with
the business unit. One by one, e-mails were sent to the stores for the stores and
products identified as outliers in the modeling results. The success performance of

the algorithms has emerged with the answers from the store managers.
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5. EXPERIMENTS

This thesis is aimed to find anomalies in the inventory stock by using real-life data.
We define inventory records inaccuracy as an anomaly; when the proposed system
detects the inventory errors, the inventory management will be more effective, and
customer satisfaction will increase. On the other hand, generally, researchers are
forced to use artificial data in their studies because of data privacy. Therefore, it
is extremely important to use real-life data and demonstrate how to handle prob-
lems. However, another goal of this thesis is to provide a generic framework for

unsupervised anomaly detection that can be used in all inventory stock data.

We collect the main dataset for a store type ve a product subcategory type by using
PySpark from the big data platform. Our data includes Migros Ticaret A.S.’s the
real inventory stock of 590 different products under the Piece of Chicken Category
belonging to 331 different stores. Our sample size is 3344 with 14 columns. Our
data set consists of the inventory stock quantities and the stock transactions affecting
those quantities. In addition, the average of that week’s 7-day inventory stock and
the average of that week’s 7-day inventory transactions are contained. Also, there
are based on these averages, a lower limit and upper limit variable(column) for
the inventory stock, and a lower limit and upper limit variable(column) for stock
transactions in data. It is planned to run the model on a daily basis, to evaluate
the results and correct inventory stock within that day. A snapshot of the dataset

is shown in Figure 5.1.

Stock Transaction_Type Transaction_Ameount Min_Transaction Avg_Transaction Max_Transaction Min_Stock Avg_Stock Max_Stock

1.000000 0.0 1.000000 0.868421 0.872417 0872507  0.368421 0.375552 0.375629
0.960201 0.0 0.770764 1.000000 1.000000 1.000000 0657895 0671944 0672048
0.922572 0.0 0.497521 0.552632 0.555010 0555016  0.842105  0.853621 0.853647
0.903131 0.0 0.685960 0.500000 0.505424 0505372 0710526  0.720478 0.720581
0.888538 0.0 0.356183 0.526316 0.513946 0513896  0.868421 0.856735 0.856865

Figure 5.1 A snapshot of the dataset
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The business unit’s request was that we review products with the most incorrect
inventory stocks. According to business unit’s recommendation, we analyzed the
products affiliated with the Piece of Chicken Category. These inventory stock errors
were found to occur almost daily. Errors are usually caused by human error. When
the product arrives at the store, mistakes are made, such as the staff typing the
weight value of the product incorrectly or the people in the warehouse sending more
products than the store wants. When the store managers were contacted for the

products detected as anomalies, we learned the reasons for the errors.

In the data transformation step, we apply min-max normalization to our data; so,
all variables are between 0 and 1. The data consisting of 14 columns and 3344 rows

was reduced to 11 columns after feature selection processes.

After making our data to be used in modeling, we used the Isolation Forest method
adding the scikit-learn library in Python. While establishing the Isolation Forest
model, we set up a structure with 100 trees. We determined the contamination
value of the model as 0.005. Because when we increase this value, more outliers will
appear. But it will be difficult to confirm all of them. We visualized the detected

anomalies in the scatter plot.

We plotted the two of them, one after the other, to see the anomaly points clearer.
Figure 5.2 shows the intersections of outliers in the Stock and Transaction Quantity

features.

Then, we used the Local Outlier Factor method adding the scikit-learn library in
Python. While establishing the LOF model, we set up a structure with 20 neighbors.
We determined the contamination value of the model as 0.005. Because when we
increase this value, more outliers will appear. But it will be difficult to confirm all

of outliers. We visualized the detected outliers in Figure 5.3.

We plotted the two of them, one after the other, to see the anomaly points clearer.

This chart shows the intersections of outliers in the Stock and Transaction Quantity
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features. In this scatter plot, unlike the previous graph (the IF model’s scatter plot),
the intersection points with high Transaction Quantity values and low Stock values

were determined as outliers.

Lastly, we used the One-Class Support Vector Machine method adding the scikit-
learn library in Python. We determined the contamination value of the model as
0.005. Because when we increase this value, more outliers will appear. But it will be
difficult to confirm all of anomalies. We visualized the detected anomalies in Figure

5.4.

Stock vs Transaction_Quantity

Anomaly
10 L]

039
08
07 ® L] ®
06 L] L]

05 L]
04
03

0z ® L]

Normal

0.6

05

0.4

03

Transaction_Quantity

02 °

01

0.0 .
00 02 04 06 08 10
Stock

Figure 5.4 Stock vs. Transaction Quantity (OCSVM)

We plotted the two of them, one after the other, to see the anomaly points clearer.
This chart shows the intersections of outliers in the Stock and Transaction Quantity
features. The OCSVM’s graph is different from the LOF’s graph. But it is similar
to the IF’s graph.

After running the models and visualizing the anomalies found, we analyzed the

features affecting the models with SHAP. We examined which features had a greater
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effect on the models.

In Figure 5.5, the feature importance graph created by SHAP analysis is given. The

high values (red parts) represent anomalies while the lower values (blue parts) are

normal values. The order of importance of the features is listed from top to bottom

in SHAP graph. The feature that affects the model the most was determined as

Avg_Stock.

Avg_Stock

Transaction_Quantity

Min_Stock

Stock
Min_Transaction
Max_Stock
Max_Transaction

Mwg_Transaction

" mom s w.e

131x1161

—-2.5 —2.0

-15 -1.0

-0.5 0.0

SHAP value (impact on model| output)

Figure 5.5 SHAP feature importance graph
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We added the anomaly detection results of each algorithm to the dataframe as

columns with the names of the algorithms. The results are shown in Figure 5.6 in

descending order of the Stock value.

Stock Transaction_Quantity

isofr_anomaly

lof_anomaly svm_anomaly

3339

3340

o341

342
3343

1.000000

0.980201

0.922572

0.903131

0.868538

0.170527

0.164782

0.133954

0.024743

0.000000

1.000000

0.770784

0.497521

0.688960

0.356183

0.169273

0.150443

0.146487

0.189675

0.227286

1
1

0
0

Figure 5.6 Anomaly detection results by models

1
1
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We counted the abnormal and normal values according to the model results and
showed them in Table 5.1.

Table 5.1 Numbers of outliers and normal values in the results

Algorithms Outliers | Normal Values
Isolation Forest 17 3,327
Local Outlier Factor 12 3,332
One-Class Support Vector Machine 15 3,329

Then, we moved on to the most important stage of our work. We confirmed the
stock amounts by asking the store managers about the results determined by the

algorithms in our model.

A comparison of model results with actual values is shown in Table 5.2. According
to the final results, the most successful algorithm is LOF. In the sample data we
mentioned in this study, LOF detected 12 outliers and 11 of them were indeed
anomaly confirmed by the business unit. Although IF and OCSVM algorithms
detected some real abnormal values, they did not provide as much benefit as LOF.
In the sample data, IF detected 17 outliers. Only 6 of them are truly abnormal
values. OCSVM’s performance is also similar to IF. It detected 15 outliers in the
sample data, 4 of which are true anomaly. According to the results of our study,
the product with the highest number of errors in stock quantities is the 202 SKU
product.
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Table 5.2 Comparison of model results with real values

Month | SKU | Quantity | Algorithm | Output | The Real
Nov 226 | 64,614 kg LOF 1 Anomaly
Sep 222 877 kg LOF 1 Anomaly
Jun 211 625 kg LOF 1 Anomaly
Oct 202 623 kg LOF 1 Anomaly
Jun 236 560 kg | IF & OCSVM 1 Anomaly
Oct 235 130 kg OCSVM 1 Normal
Jul 202 123 kg IF & OCSVM 1 Anomaly
Oct 221 99 kg OCSVM 1 Normal
Jun 202 90 kg LOF 1 Anomaly
Oct 236 86 kg IF 1 Normal
Jun 235 81 kg LOF 1 Anomaly
Jul 209 58 kg IF 1 Anomaly
Aug 235 55 kg LOF 0 Normal
Jun 210 46 kg IF 1 Anomaly
Nov 227 44 kg LOF 1 Anomaly
Jul 202 41 kg LOF 1 Anomaly
Jul 202 40 kg IF 1 Anomaly
Jun 208 38 kg IF & OCSVM 1 Anomaly
Jun 210 31 kg OCSVM 1 Anomaly
Aug 203 22 kg IF 0 Normal
Jun 216 15 kg LOF 1 Anomaly
Jun 217 13 kg LOF 1 Anomaly
Jun 203 10 kg OCSVM 0 Normal
Nov 223 8 kg IF & OCSVM 0 Normal
Jul 202 5 kg LOF 0 Normal
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6. CONCLUSION AND FUTURE WORKS

The discrepancy between the quantity recorded in a company’s inventory manage-
ment system and the number actually physically available is known as the inventory
record inaccuracy (IRI). IRI can cause major problems in the retail industry, such

as stockouts and revenue loss due to poor stock replenishment.

This study detects the errors in the inventory and defines these as an anomaly. It
has a unique positioning as our dataset is taken from real-life while previous studies
heavily relied on artificial datasets. Anomaly detection is a prevalent challenge for
large industries such as retail industry. This research aims to contribute to the de-
velopment of the unsupervised approach for anomaly identification. The key benefit
of the method is its applicability to different products data. The lack of labels cre-
ates the biggest challenge for this study, as they introduce limitations for evaluating
the previous cases. Indeed, in the absence of tags and ground truth, evaluating met-
rics and criteria for unsupervised anomaly detection algorithms remains a difficult

practical challenge despite few recent studies on the subject.

Furthermore, in unsupervised anomaly detection, the idea of normality, which is
typically intuitive for specialists, proves the presence of challenges to define anomaly
in formal terms. However, from the point of anomaly detection, describing what is
normal appears to be more rational than determining what is abnormal. In large-
scale anomaly detection applications, the definition of what is abnormal is frequently
conditioned by the company’s ability to respond to these abnormalities. An AD
algorithm under such constraints aims to select the most abnormal observations

that are able to checked and confirmed by the company or service provider.

This thesis proposes a generic, unsupervised, and scalable framework for anomaly

detection in Migros Ticaret A.S.’s data, which is retail inventory stock data in this
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study. The suggested approach meets all of the objectives established in the early
stages of this research and can detect aberrant behaviour in data from very various

domains, contributing to several probable application areas of AD such as finance

and health.

One of the primary contributions of this thesis is based on the approach’s unsu-
pervised character. While unsupervised learning is significantly more challenging
than supervised learning, the proposed system has a promising capacity to learn

meaningful data representations and subsequently detect anomalous occurrences.

On the other hand, applying machine learning algorithms to real-life data is not
straightforward, especially in unsupervised learning. The study provides approaches
on how to overcome the problems (e.g., noises, missing values) deriving from the
structure of the data in real life. From a retail perspective, we can apply our method
to different industry components such as product categories, stores, and warehouses.
Implementation of our approach to the inventory management system could help in-
dustry players prevent errors before they occur. The business units could assess and
validate the model results, which could further feedback and improve the unsuper-
vised anomaly detection model. However, the business unit examined our anomaly
points. For the most part, they confirmed many high-value points as anomalies but

they give feedback that lower-valued ones needed further investigation.

We ran this model in the company on a daily basis and reported our findings monthly.
Due to the redundancy of data and work/time constraints, it is not possible to
confirm all outputs. The LOF approache has been shown to function well on the
real dataset, allowing for a quick way to locate data that do not adhere to usual
behaviour. We can list the algorithms as LOF > IF > OCSVM in terms of the
benefits they provide to the company. The financial benefit provided to the company
as a result of the 6 months running of this work is 2,492,129 TL.

Although our approach has shed some light on the subject with promising sug-

gestions, further research could expand our knowledge about unsupervised anomaly
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detection and overcome the study’s shortcomings. Following recommendations could

benefit the literature and provide opportunities for real-life applications:

e The scope of the current study is limited to one category, the replication of the
study in different store type and products could provide additional insights.

e The attempts to improve the flexibility and applicability of the model may get
us closer to the desired state for unsupervised anomaly detection.

e In order to automate the model, the operation of the model can be scheduled
and the results can be sent to the stores automatically.

e A warning mechanism can be created for the screens used by the store person-

nel in order to eliminate the errors at the source.
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