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Abstract
Graduate School of Science and Engineering

Information Technologies

by MARYAM EL ORAIBY

Electricity load forecasting has become an important �eld of interest in the last years. Antic-

ipating the energy usage is vital to manage resources and avoid risk. Using machine learning

techniques, it is possible to predict the electricity consumption in the future with high accuracy.

�is study proposes a machine learning model for electricity usage prediction based on size and

time. For that aim, multiple predictive models are built and evaluated using two powerful open

source tools for machine learning, R and Python. �e data set used for modeling is publicly

accessible and contains real electrical data usage of industrial and commercial buildings from

EnerNOC. �is type of analysis falls within the electricity demand management.

Keywords: machine learning, R, Python, predictive modeling, regression, electricity demand

management.
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Chapter 1

Introduction

Just a few decades ago, it was hard to imagine a time where information would be as abun-

dant and easily available as it is today. �e pace of data generation is increasing dramatically,

creating many challenging questionings related to the information explosion, such as, how

to retrieve swi�ly the right information and how to extract knowledge out of the enormous

available amount of data.

While most of the challenges were before associated to data storage and data collection; nowa-

days, especially with big data and the increasing capacities of data storage, the challenges

concern more and more data analysis with a tendency towards predictive analytics and arti-

�cial intelligence. In fact, big data presents many challenges related to data visualization and

the need of real-time analytics to meet the need of the competitive business environment.

Recently, companies tend to invest more in data science. According to 451 Research [1], the

total data market might almost double in size by 2019 and that from $60bn in 2014 to $115bn

in 2019[2].

Data science has become essential to the organizations in diverse sectors. Data analysis in-

cluding machine-learning techniques can help discover some previously unknown knowledge

that can be very critical to the organization’s success. From risk analysis and fraud detection

to market analysis and customer pro�ling, this knowledge can lead the organization to achieve

remarkable results and is, in itself, a competitive advantage that distinguishes the organization

from its competitors. Many enterprises use the capacities of data analytics to create pro�table

businesses. For instance, in the domain of electricity demand management, there are compa-

nies o�ering energy intelligence solutions in order to enable industrial companies to optimize

their energy consumption.

�is study highlights the capacities of machine learning techniques, in terms of building pre-

dictive modeling using two open source tools R and Python. �e approach used is this study

1



Chapter 1. Introduction 2

aims to build multiple predictive models for electricity consumption based on time (months,

hours and days) and size using a real energy data set from EnerNOC. �e machine learning al-

gorithms are implemented in both R and Python in the intentions of determining which models

have the best performance in both tools and comparing the use of the two powerful program-

ming language for machine learning. �e goal is to choose the best model for the data set and

evaluate its success.

1.1 Electricity Demand Management

�e electricity demand management gained a lot of a�ention recently due to many factors.

�e growth of the world population led to an increase of energy consumption all over the

globe, notably the electricity need and usage. Demand side management solutions for elec-

tricity aim to optimize the energy consumption by analyzing the sources of the electricity, the

energy performance and the consumption over time in order to reduce the peaks and need for

further generation resources. �e electricity demand management helps reduce the electricity

consumption, therefore decreases the costs and the need of new power sources.

�e energy crisis of early 1970s caused an increase in energy prices, which forced the USA to

develop the �rst demand side management in order to reduce the overall energy consumption[3].

In fact, governments can supervise the electricity consumption by imposing energy policies

and controlling the prices. Industrial enterprises that are highly energy dependent are more in-

terested in the electricity demand management in order to e�ciently use the energy resources

and reduce the costs.

To achieve that, many technologies and solutions are available. �e choice of a speci�c so-

lution depends on the characteristics of each case. Some solutions include simple measures:

the reduction of consumption at peak times, by simply turning o� some highly power con-

suming appliances selected in advance, such as the cooling system and encouraging the power

consumption at low peak times. Other solutions are relatively more expensive, for instance

replacing the electrical motors can be costly at �rst but highly e�cient in the long term. In

addition, raising awareness is a key factor to help engage the users in the process of energy

saving.

1.2 Motivation

Although the process of collecting and sharing of data is not hard anymore, the analysis of

this data is still problematic and many studies focus on this issue. Dealing with the data and

trying to discover useful pa�erns is the challenge. Even more, the key step of data preparation
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that precedes the mining can be very tricky. Despite the fact that the tools and the techniques

have progressed tremendously in the �eld of data analytics, �nding the right algorithm and

applying a process that suits each data set’s unique characteristics in order to extract the most

signi�cant knowledge is far from being a simple task.

�e �rst motivation of the thesis is to face the previously mentioned challenges; the second

motivation is the capacity to experiment the power of machine learning models using only

open source tools and publicly available data sets. EnerNOC, an energy intelligence so�ware

and services company has a publicly available assembly of data sets, which contains electrical

consumption data of 100 di�erent commercial buildings. �e machine-learning techniques are

applied using two open source tools: Python and R. A�er the implementation of the predictive

models, an evaluation is indispensable. In addition, a comparison matrix of R and Python for

machine learning is proposed. �e objective is to select the best model based on both results

in R and Python.

1.3 Research questions

�is study mainly tries to answer the following questions:

� What is machine learning and how important is it?

� What are the main techniques and algorithms used in machine learning?

� How to build predictive models using R and Python?

� How accurate the predictive models are regarding the electrical data set?

� Which tool performed best on our data set R or Python?

� What is the best predictive model chosen for the electrical data set?

1.4 �esis layout

�e organization of thesis is the following:

Chapter2: �is chapter introduces the concept of machine learning by proposing de�nitions

and clarifying some misconceptions. �is chapter also includes an overview of some popular

machine learning algorithms.

Chapter3: �is chapter explores the tools used for machine learning: R and Python, then

proposes a comparison matrix of R and Python for machine learning.
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Chapter4: �is chapter includes the steps of building machine-learning models in both R and

Python and evaluation of the performance based on time and R squared error. In addition to

the elaboration of di�erent plots and tests to compare the results and select the best model.

Chapter5: �e �nal chapter provides a conclusion and propositions for future work.



Chapter 2

Machine learning

Nowadays, large amount of data is available and many solutions to process this data already

exist. However, what ma�ers most is to process this data fast enough to predict future ac-

tions and e�ciently intercept risks in order to take the right decision at the right time. Since

technology has dramatically improved, the tendency today is towards Arti�cial Intelligence in

the ambition of making the machine think by itself and improve its program without a human

intervention.

�e technology is developing so fast that we do not perceive Arti�cial Intelligence as �ction

anymore. �e day when machine will be able to think, understand, learn and act by itself is

coming for sure. Even though we are still unable to imitate the human intelligence, machine

learning has achieved a part of the AI goal. In fact, machine learning automates the process

of building models, which allows the machine to modify its code without the need of a human

interaction. Since machines can analyze and process faster, machine learning proposes solu-

tions to process data and generate models at large scale while being able to improve the result

automatically. �us, machine learning helps reduce the risk of errors and save time for a be�er

decision making.

2.1 What is Machine Learning?

Machine learning intersects with many other sciences such as statistics, mathematics, com-

puter science and natural sciences. Yet, it is also a subset of Arti�cial Intelligence. Machine

learning is o�en confused -or used interchangeably- with predictive analytics and data mining.

�ere are many de�nitions of machine learning. An early de�nition of Arthur Samuel, 1959

de�ne machine learning as follow: “Field of study that gives computers the ability to learn

without being explicitly programmed”. SAS provides another de�nition: “Machine learning

5
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is a method of data analysis that automates analytical model building. Using algorithms that

iteratively learn from data, machine learning allows computers to �nd hidden insights without

being explicitly programmed where to look”[4]. Ethem Alpaydın states that “Machine learning

is programming computers to optimize a performance criterion using example data or past

experience”[5].

From the de�nitions above, in machine learning, the computer learns by examples. �ere

is no program previously wri�en to solve a certain problem. �ough a selection of method

is required, the computer creates and updates its own program based on the continuously

provided examples. In fact, the main concern of machine learning is to build models that can

learn from experience and adjust their actions when exposed to new data, by improving their

algorithms without a direct human intervention. In practice, the concept of machine learning

can sometimes be confused with arti�cial intelligence, predictive analytics or even data mining.

Clarifying the similarities and di�erences seems crucial.

2.1.1 Machine Learning VS Arti�cial Intelligence

Arti�cial Intelligence has the objective of making the computers intelligent so they can think,

communicate and learn the way human minds do. For that aim, a computer must be able to im-

itate the human behavior. A part of AI needs machine learning, in addition to understanding,

reasoning and natural language processing. Machine learning on the other hand is concerned

with the creating algorithms and models that can learn from examples and when exposed to

new data. According to Neil Lawrence, “machine learning is the principal technology under-

pinning the recent advances in arti�cial intelligence” [6].

2.1.2 Machine Learning VS Predictive Analytics

Predictive analytics has a principal goal of building predictive models using di�erent statistical

techniques and methods also used in machine learning. Since the predictive modeling focuses

on discovering new pa�erns for decision-making, it represents an important sub-�eld of data

mining.

Generating predictive models can be a part of a machine-learning task in solving a speci�c

problem. Still, machine learning’s domain is larger; its goal goes beyond the prediction or the

discovery of new pa�erns and it emphasis on “learning” by making the machine improve its

algorithm from experience.
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2.1.3 Machine Learning VS Data Mining

Machine learning and Data mining seem to have many common characteristics. However, the

main goal of Data Mining is to discover new pa�erns from data sets in a way that is useful

and tangible for the end user. Data Mining can only be successful if it discovers a previously

unknown knowledge and an interpretable result for the human perception. Machine learning,

besides of extracting knowledge -whether previously known or not- aims to develop complex

programs for the own computer understanding, while to be able to improve when exposed to

new data in the future.

Data mining and machine learning may seem similar, since data mining uses machine-learning

algorithms, such as neural network. In fact, the computational methods used in Data Mining

are derived from statistics, machine learning, and arti�cial intelligence.[7] Likewise, machine

learning may have to use one or many data mining steps, like data preprocessing. In fact,

Bre� Lantz argues that “ machine learning algorithms are a prerequisite for data mining, but

the opposite is not true. In other words, you can apply machine learning to tasks that do not

involve data mining, but if you are using data mining methods, you are almost certainly using

machine learning”.[8]

Overall, with the increase of data volume, machine learning gains more importance. Today,

it is necessary to teach the machine how to learn by itself. Even though machine learning

automates the process of learning, the choice of the most adequate algorithm depends on the

data analyst.

2.2 Machine learning applications

Machine learning has many applications in di�erent �elds. In fact, we see machine learning

applications almost everywhere and we use them on a daily basis. For instance, spam �ltering.

�e algorithms enable the distinction of suspicious emails from actual ones, by either their

sources or their contents. Spam �ltering is one of the most known and important machine

learning applications. Even though the algorithms for spam detection are always improving,

the spammers are also developing their techniques to be undetectable. In fact, it can be danger-

ous to classify wrongly a suspicious email as a spam. Paul Graham states that “false positives

are so much worse than false negatives that you should treat them as a di�erent kind of error”

[9].

Another popular application is web page ranking. Today, a huge amount of web pages is

available; the indexed web only, contains at least 4.6 billion pages[10]. However, the retrieval

of the best ones for a search request is challenging. For a search engines, the web page ranking
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is an important factor of success, which was the case for Google. In the same perspective

of representing relevant results, there is an application named recommendation systems uses

�ltering algorithms to recommend targeted advertisements or suggestions to a user based on

his own preferences, such as recommending a book from Amazon or suggesting new friends

or groups in Facebook.

Fraud detection is another signi�cant application. Multiple machine learning solutions exist

for business purposes to protect companies especially in the domain of �nance from fraudulent

actions. National securities also ML algorithms to detect treats, possible a�acks and suspicious

individuals. �ere are many other applications of machine learning that are worth mentioning,

including but not limited to speech and hand writing recognition, sentiment analysis, face

recognition, weather forecast, health and medical prediction and games.

2.3 Machine learning cycle

�e machine learning process depends on the type of problem to solve, however some speci�c

steps are o�en required. �e diagram 2.1 represents the overall cycle of machine learning.

Depending on the data and type of the application, some steps can be discarded while other

steps can be subject to additional development.

Figure 2.1: Machine Learning Cycle
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Machine learning cycle consists of a number of steps; the description of each step can be �nd

below:

1. Problem de�nition: this phase concerns the understanding of the strategy and the busi-

ness problem.

2. Data Collection: this step is about data collection and aggregation - the data can some-

times be dispersed or in inadequate format. �is step concerns the gathering of data for

modeling.

3. Data preprocessing: data preprocessing involves of the data preparation and transforma-

tion - all the necessary steps to make data ready for processing including data cleaning,

data reduction and feature selection.

4. Data visualization: this phase consists of data exploration, by creating plots and can take

place a�er data collection or a�er data preprocessing, it helps gaining insight into the

data and detecting anomalies.

5. Machine learning: this step is the core of machine learning and consists of building

models - it includes the spli�ing of data into a training set and a testing set as well as

the application of the di�erent machine learning algorithms.

6. Model selection: �is step consists of the evaluation of the models with the test dataset

and the selection of the best one.

7. Improvement of the model: this step can be helpful if the selected model needs enhance-

ments, and the development of the model when exposed to new data.

8. Results: �e �nal phase consists of reporting the results/solutions for decision-making.

�e changes in the business strategy and the integration of new data imply systemat-

ically a redeployment of the model. In fact, the model must improve when exposed to

new data.

2.4 Machine Learning: Model Types

�e most known models types of machine learning are the supervised and the unsupervised

learning.

2.4.1 Supervised learning

In the supervised learning, the training data is labeled in advance. In other terms, the class

or the target of the training set is well de�ned. �e main goal of the supervised learning
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is to build models for prediction[11]. For that reason, supervised learning is also known as

predictive modeling.

Machine supervised learning models are in fact build based on the examples provided in the

training data set. �e predictive model supposes that the samples in the training data are most

correctly classi�ed; the model then learns from the training data set to predict the class of the

test set. �e best-known tasks used in supervised learning are Regression and Classi�cation.

Classi�cation involves the prediction of categorical or discrete outputs, for example, in the

spam �ltering application, the class information can be spam or “not spam”. If so, the model

classi�es the new instances into one of the two prede�ned classes. �e same concept is behind

regression; the only di�erence is that regression predicts continuous outcomes. Predicting the

electricity consumption is a regression task, since the target class is a set of continuous values.

�e goal of regression consists of building a model/function that can predict most accurately

this outcome.

2.4.2 Unsupervised learning

In the unsupervised learning, the data has no labels. In fact, the algorithms try to discover the

similarities and the di�erences between the data samples, thus the e�ort is entirely exploratory

and descriptive. Since the training data is unlabeled, we do not predict the class of the new

instances as it is the case of supervised learning. For example, in clustering, the goal is to �nd

pa�erns in order to group the data into clusters of instances that have some common charac-

teristics. �ose characteristics are extracted from the statistical distribution of the data. For

instance, clustering is widely used in costumer segmentation and helps deliver be�er-targeted

advertisements to distinct groups of customers based on their common behaviors and interests.

Unlike clustering, association tries to �nd pa�erns between the variables. Association is also

useful for analyzing and predicting customer behavior, where the focus is on the items rather

than the customers. �e association rules state that if a customer buys item X he is more likely

to purchase item Y.

Besides the supervised and unsupervised learning mentioned above, other learning methods

exist, such as semi-supervised learning and reinforced learning. Semi-supervised learning is a

combination of supervised and unsupervised learning. It uses the same techniques of super-

vised learning. However, the training data in semi-supervised learning combines labeled data

and unlabeled data.

Reinforced learning on the other hand, works with the punishment/reward technique. �e

goal of reinforced learning is to make the machine learn how to improve its actions by re-

wards. �e machine will seek to improve its algorithm by checking the reward function, while
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trying to maximize the sum of rewards and avoid punishments. �e reinforcement learning is

mostly used in the development of games like chess and cards; in addition to other important

applications such as network routing and control.

2.5 Machine learning algorithms

�ere is a great number of machine learning algorithms, which are continuously progressing.

We provide below a non-exhaustive list of some widely used machine learning algorithms.

2.5.1 Supervised learning algorithms

2.5.1.1 Linear regression

Linear regression is one of the simplest and most popular models used for predictive analysis.

�e linear regression model consists of creating a linear function to �t the data. Consequently,

In order to perform the linear regression, Y the dependent variable must have continuous out-

comes. Linear regression supposes that all the variables are independent.

�e linear regression equation is

(Y t = β1X1t + β2X2t + ....βkXkt + b 0)

Where Y is the dependent variable to predict, X is the independent variables, β is the regression

coe�cient and b is the intercept.

2.5.1.2 Logistic regression

�e logistic regression is quite similar to the linear regression. However, it is used when the

dependent variable Y is categorical, most frequently binary, as 0 or 1. For example, when the

outcome is either True or False, Yes or No, etc.

�e logistic regression predicts the probability of the variable outcome being true.

2.5.1.3 Elastic net regression

�e elastic net regression is a regularized regression has the advantage of its ability to avoid

over��ing, using penalty functions to shrink the coe�cients in order to reduce variance.



Chapter 2. Machine learning 12

2.5.1.4 Support Vector Machine

Support vector machine is a classi�cation and a regression algorithm that represents the data

in term of points in space, and build a model that can separate categories of those points with

the maximum margin as in 2.2.

Figure 2.2: SVM depiction

2.5.1.5 Naive Bayes classi�er

Naive Bayes Classi�er is named a�er �omas Bayes who proposed the Bayes �eorem[12]. �e

Naive Bayes Classi�er is a probabilistic method that supposes the independence of variables.

It consists of calculating the posterior probability of each class category in order to determine

the likelihood of the new instances to belong to a certain class as in 2.3.

Figure 2.3: Naive Bayes

2.5.1.6 K-Nearest Neighbor classi�er

K-NN Classi�er algorithm for classi�cation and regression stores the available data instances

and classi�es the new instances based on a similarity measure as shown in �gure 2.4. K-NN
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Figure 2.4: KNN Classi�er with k=3 and k=6

classi�es new cases by a majority vote of its k neighbors, using a distance measure calculation.

2.5.1.7 Decision trees

Decision trees are rule based models for classi�cation that work with both categorical and

continuous variables. It consists of creating a tree structure starting from a root node that

denotes a test and continues in branching until it reaches the terminal node that holds a class

label.

�e �rst node must be the a�ribute that di�erentiates best the best the instances of the data

set.

Below in �gure 2.5 an example of a decision tree with R using Rpart package to generate a

CART model. �e dataset used to generate the decision tree is called Wine[13] and consists

of chemical analysis of wines grown in the same region in Italy derived from three di�erent

cultivars 1-3. CART stands for Classi�cation and Regression Tree and it is one of the most used

algorithms for Decision Trees. CART can be used for both regression (predicting continuous

values) and for decision trees model building (class identi�cation).
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Figure 2.5: Decision tree using Rpart

2.5.1.8 Arti�cial Neural Network

ANN is in fact one of the most known algorithm in ML. �at is due to the ANN philosophy,

which is to make the machine behave like the human brain. �e name of Neural Network

comes from the biological neural network existing in the human body. It is an imitation of the

network pa�ern between neurons, where the input and output data are the neurons and the

lines representing the connections are the synapses.

In the Arti�cial Neural Network for supervised learning, the weights of connections between

the input layers and the output layers are calculated in order to predict the outputs of the new

data see �gure 2.7. Arti�cial Neural Network is also used in unsupervised learning.

Figure 2.6: Illustration of a simple neural network
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2.5.2 Unsupervised learning algorithms

2.5.2.1 K-means clustering

K-means clustering is the most used algorithm for clustering. In order to perform K-means

clustering, the data must be numerical. �e K-Means algorithm tries to �nd the best division

of data points into K groups. See the formula 2.7. �e number of K groups or clusters must

be assumed in advance. �e algorithm will then compute the distances in order to �nd an

optimum centroid point for each cluster. �e function describing the process is:

Figure 2.7: K-means clustering formula

2.5.2.2 Fuzzy c-mean clustering

FCM is a method of clustering that was developed from the C-Mean clustering method[14].

�e di�erence resides in the fact that in fuzzy c-mean an object can belong to more than one

cluster, which means that each data point in one cluster can somehow belong to other clusters

at a certain degree. �e calculation of the probabilities of each data point belonging to all the

other clusters is included in the fuzzy c-mean algorithm.

2.5.2.3 Hierarchical clustering

Hierarchical Cluster Analysis algorithm starts by considering each object as a cluster, and then

tries to �nd the closest object to each cluster to create a new cluster and so on. �e clusters

are gradually merged until we reach one cluster of all objects. �is method is called bo�om-

up or agglomerative clustering. In contrast, HCA can also be performed in top-down way,

which is a less common method, also known as divisive hierarchical clustering. as showen in

�gures 2.8 , the top-down clustering considers all the objects as one cluster, and then starts to

split the cluster until each object de�nes a singleton cluster[15]. �e hierarchical clustering is

represented as a dendrogram.
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Figure 2.8: Example of a dendrogram using R

2.5.3 �e Ensemble Learning Algorithms

�e ensemble learning methods are di�erent from the previously mentioned algorithms, as

they construct multiple models in order to improve the accuracy of the prediction.

Among the most popular ensemble learning used today we �nd Boosting, Bagging and Random

Forest.

2.5.3.1 Boosting

�e boosting algorithm is used for classi�cation and regression. �e algorithm combines dif-

ferent weak learners in order to produce a good learner for an accurate prediction. �ere are

many algorithms for boosting techniques including AdaBoost.

AdaBoost generates a weak learner generally a decision tree, applies it to the training data to

�nd the ones wrongly classi�ed, then assigns higher weights to the misclassi�ed data in order

to focus on those speci�c observations. Finally, the algorithm generates new learners trying

to minimize the weights of misclassi�ed observations until it �nds a be�er model.

2.5.3.2 Bagging

Bagging stands for Bootstrap Aggregation algorithms. It can also be applied for both classi�-

cation and regression. Bagging creates random samples of the training data with the respect

of the size, which means that some observations are duplicated. �e algorithm then applies

the weak learner on each sample. Depending on the classi�cation/regression results, it selects

the best model using vote/average.
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2.5.3.3 Random Forest

Random forest is an extension of the bagging method[16]. RF �rst creates random samples of

data and random variables, then the algorithm constructs multiple and independent decision

trees, and selects the best model based on a vote in order to improve the prediction accuracy.

In case of regression, random forest uses the average computation based on the generated

decision trees in order to improve the results of the prediction.
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R and Python for Machine Learning

Today, we can assume that R and Python are the most popular open tools for Machine Learning.

�is Chapter presents a general overview of R and Python, their characteristics and usage for

machine learning. Lastly, a comparison matrix of R and Python for ML is provided at the end

of this chapter.

3.1 About R

R stands for both the statistical programming language and the so�ware environment. It is one

of the most popular statistical environment for machine learning and general data analysis.

�e R Foundation for Statistical Computing holds the copyright of R. R is free under the GNU

General Public License.[5].

�e source code of R is wri�en in R, C and Fortran. R is free, open source and cross platform

with a large community of users. Even though R programming is challenging, the CRAN

packages reduce the number of lines coding, with a help command giving explanations and

examples of use. R also gained popularity for its fancy visualizations. R is today one of the

most -if not the most- powerful solutions for statistical programming and machine learning.

3.1.1 R History

R is a dialect of S programming language [17]. John Chambers initiated S in 1976 at Bell Labo-

ratories, and was released years a�er as a commercial implementation called S-PLUS. In 1991,

Ross Ihaka and Robert Gentleman created R at the University of Auckland in New Zealand, as

open source implementation of S for exploratory purposes. When R was �rst announced in

1993, Martin Machler encouraged Ihaka and Gentleman to release the R source code as free

18
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so�ware[18]. �e source code of R was made available under the GNU general license of the

Free So�ware Foundation in 1995. �e �rst version 1.0.0 was released in 2000. R gained imme-

diately the a�ention of researchers.

3.1.2 Why R for machine learning?

�ere are many advantages of using R for machine learning:

� R is cross platform and works perfectly with GNU/Linux, Mac and Windows.

� R is free and open source, allowing modi�cation and development.

� R accepts di�erent �le types (CSV, TXT, SAS, SPSS, Microso� Excel, Oracle, MySQL. . . )

� R is a great choice for novices in machine learning.

� R was initially designed for statistical computing and data analysis. R can handle di�er-

ent data structures, missing values, etc.

� Many tutorials and online courses exist on R, in addition to a good number of articles

and books.

� R is constantly integrating new technologies and functionalities.

� R has a huge community of users, including academicians and statisticians. Any user

can contribute to the development of R packages.

� R is great at visualizations. Creating impressive and high quality graphics is relatively

easy in R. In addition, the plots can be imported easily in PDF, JPG or PNG formats.

� It is possible to run Python codes in R using rPython Package (the rPython package also

enables calling python functions in R).

Even though R shows many strength points, some downsides can be listed:

� It takes some time to learn R and to get used to its functionalities.

� Some issues may appear occasionally related to the memory and to the availability of

some packages.

� Other statistical languages are catching up with R!
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3.1.3 R CRAN Packages

CRAN stands for Comprehensive R Archive Network, which is a “collection of sites which

carry identical material, consisting of the R distribution(s), the contributed extensions, docu-

mentation for R, and binaries” [19].

�e R Packages are a collection of functions and data that extend the functionalities of R. R

repository disposes of more than 8465 available packages[20] as on May 2016. R comes with a

number of preinstalled packages. Other packages can be installed as needed, using the install

function: install.packages( Package )
Once installed, the package can be called anytime from the library as follows: library(Package)
�ere is a great number of packages for machine learning including:

� mlr: for general Machine Learning algorithms.

� caret: stands for Classi�cation And REgression Training, and it is one of the most used

packages for Classi�cation and Regression.

� CORElearn: for Classi�cation and Regression. It includes also Feature Evaluation.

Speci�c algorithms can be installed individually. See the full list of R CRAN Packages at

https://cran.r-project.org/web/packages/.

3.1.4 Using R

�e user can download of R from CRAN via (https://cran.r-project.org). Once

installed, the user can directly enter commands into the R console. R is command line based

program.

Using a GUI like RStudio may be useful. RStudio is an integrated development environment

(IDE) for R, wri�en in the C++. It includes “a console, syntax-highlighting editor that sup-

ports direct code execution, as well as tools for plo�ing, history, debugging and workspace

management”[21]. See the �gure 3.1. RStudio can be downloaded from (https://www.

rstudio.com/products/rstudio/download/).

https://cran.r-project.org/web/packages/
https://cran.r-project.org
https://www.rstudio.com/products/rstudio/download/
https://www.rstudio.com/products/rstudio/download/
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Figure 3.1: RStudio interface

3.1.5 Rattle

Ra�le (R Analytical Tool To Learn Easily)[22] is GUI for data mining that is worth mentioning

3.2. It was developed using R by Graham Williams. Ra�le can easily be installed using the

following commands:

install.packages(“RGtk2”)
install.packages(“rattle”)
library(“rattle”)
rattle()

Ra�le is itself an R package. It is built on the statistical language R, and an understanding

of R is not required in order to use Ra�le[23]. However, for more sophisticated data mining

applications, the experienced user will progress to interacting directly with R.

Figure 3.2: Ra�le GUI
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3.1.6 R Community

According to Revolution Analytics, R has a global community of more than 2 million users and

developers[24] around the globe, who contribute to the extension and development of R. Inside

this community there is the “R Core Group” of developers who have access to the source code

of R to insure its development and sustainability.

3.1.7 Books on R

�ere are many books on R including general introductions to R, data mining/machine learning

with R, R programming for speci�c applications, visualizations and statistical analysis with R,

etc. Some interesting books are listed below:

� William N. Venables and David M. Smith (2004), An Introduction to R , Network �e-

ory Ltd, ISBN: 978-0954161743

� Alain Zuur, Elena N. Ieno and Erik Meesters (2009), A Beginner’s Guide to R (Use R!)
, Springer, ISBN: 978-0387938363

� Gareth James, Daniela Wi�en, Trevor Hastie and Robert Tibshiran (2013) An Introduc-
tion to Statistical Learning: withApplications inR , Springer, ISBN: 978-1461471370

� John M. Chambers (2008), So�ware for Data Analysis: Programming with R .

Springer, New York, ISBN 978-0-387-75935-7

� Peter Dalgaard (2008), Introductory Statistics with R , 2nd edition. Springer, ISBN

978-0-387-79053-4

� W. John Braun and Duncan J. Murdoch (2007), A First Course in Statistical Program-
ming with R . Cambridge University Press, Cambridge, ISBN 978-0521872652.

� Max Kuhn and Kjell Johnson (2013), Applied Predictive Modeling . Spinger, ISBN:

978-1461468486

3.2 About Python

Python is a general-purpose, interpreted and object-oriented programming language. It was

created by Guido van Rossum in 1989 based on the ABC language. Python was �rst published

in 1991. It is highly readable with a simple and clear syntax.
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Python is open source and cross-platform. It is today a strong tool for machine learning, and

o�en compared to R in terms of popularity. It is the most common choice amongst accom-

plished developers and at the same time accessible to new programmers[25]. Python is used

by hundreds of thousands of developers worldwide in di�erent domains[26].

3.2.1 Why python for machine learning?

Many users prefer Python to perform machine learning for multiple reasons. Some of them

are:

� Python is open source and free, cross platform

� Python is a fast and a powerful programming language with clear and simple syntax,

very intuitive and easy to learn.

� Python allows �exibility and freedom of development.

� Python has reliable scienti�c libraries for computations and machine-learning algorithms,

like Scikit-learn.

� Python has a good community of users.

� Some good books and tutorials are available concerning machine learning applications

with Python.

� It can easily be integrated with other programming languages, such as C and Java.

Python is a great choice for general programming and for machine learning. However, non-

developers are o�en reticent to use Python for machine learning. In addition, Python has a

relatively limited documentation compared to its scope and capabilities.

3.2.2 Python libraries

Python has some useful libraries for ML, such as scikit-learn, PyBrain and mlpy. Scikit-learn

is the most perfected library for machine learning and data analysis that incorporate a great

number of algorithms. Scikit-learn has the following dependencies:

� numpy: a powerful library to support and manipulate data structures especially N-

dimensional arrays.

� scipy: used for scienti�c computation and contains routines for numerical integration.

� matplotlib: produces high quality 2D plots.
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3.2.3 Using Python

Python if free and cross-platform, it can be installed easily from the o�cial website (https:

//www.python.org/). Python is generally installed by default in Linux based OS.

Python codes can be executed interactively from the python shell or by writing python scripts

with .py extension. Another way is to use IPython (https://ipython.org).

To start with Python, it may seem helpful to download Anaconda, the scienti�c distribution

of Python, which is a Modern open source analytics platform powered by Python [27]. It

includes the IPython Notebook known now as the Jupyter Notebook (see �gure 3.3), which

is an interactive environment for python programming, data analysis and visualization. �e

installation requires Python 2.7 or Python 3.3 version and greater.

Figure 3.3: Jupiter Notebook

3.2.4 Community of Python

Several social media groups, blogs and forums propose solutions and help to Python users.

�ere is a community of users called Python User Groups, where advanced python developers

help and assist new python users. �ese groups also organize monthly meetings open to all.

�ere are about 401 Python user groups around the world with an estimated 127,100 members

[28].

�e Python So�ware Foundation organizes the Python Community Awards for the members

who show signi�cant contribution to the Python community.

https://www.python.org/
https://www.python.org/
https://ipython.org
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3.2.5 Books on Python

To start with python, here are some intereseting books for general Python programming:

� Lutz, Mark (2011), Learning Python . O’Reilly 5th Ed. ISBN: 978-1449355739

� Zelle, John M. (2010), Python Programming: An Introduction to Computer Sci-
ence.Franklin. ISBN: 860-1200643879

For machine-learning with python, these books may be helpful:

� Raschka, Sebastian (2015),Python Machine Learning . ISBN: 978-1783555130

� Grus, Joel (2015). Data Science fromScratch: First Principleswith Python . O’Reilly

Media. ISBN: 978-1491901427

3.3 Comparison Matrix of R and Python for Machine Learning

Both R and Python are great solutions for machine learning. �ey are both open source, free

and easy to install. �e choice of a tool over the other is subjective and depends on the users’

preference and personal experience. Python is a great solution if the user wants to learn a

powerful programming language for not only machine learning and statistics. Besides, if the

user is already familiar with python or with a similar programming language, Python seems

a natural choice. Python is more �exible and gives the freedom of development. R on the

other hand, is more suitable if the user is speci�cally interested in statistical computations

and visualizations. For non-programmers, R can be very exciting; the user can easily do data

explorations and create some amazing plots with li�le e�ort. Many tutorials and books are

available for beginners, and the community is always welcoming new R users. Still, mastering

R programming language demands a lot of time, patience and determination.

In machine learning, R disposes of a great collection of packages evolving almost every day.

What makes R great is that any user can contribute in developing new packages. Python on the

other hand has few packages for machine learning that endorse a good number of algorithms.

Even that cannot determine which language is the best. In fact, either in R or in Python, the

user can integrate foreign algorithms and data from other languages, such as rPthon in R and

rPy in Python. When installing the packages in Python, the user must pay a�ention to the

dependencies. In R, when installing new packages, the dependent packages are automatically

suggested for installation. Yet, occasional incompatibilities of packages may occur if built on

di�erent versions of R. Even though R can be slow when dealing with large data set, it suggests
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di�erent solutions to deal with the issue such as packages to increase speed, Packages for

parallel computing (parallel) and RHadoop for Big Data (https://cran.r-project.

org/web/views/HighPerformanceComputing.html).

R Python

Purpose

Statistical comput-

ing

General purpose

programming

Open source and free Yes Yes

G
en

er
al
it
ie
s

Cross platform Yes Yes

Graphical user interfaces Yes, e.g.RStudio Yes, e.g.IPython

Creation date 1991 1989

First release 1995 1991

Current version R 3.3.0 Python 3.5.1

Language of development

Similar to S, Writ-

ten in R, C and For-

tran

Based on ABC,

Wri�en in C

Core libraries under free

license

Yes yes

Possibility of language in-

tegration

Yes, e.g. C, C++,

Java, Python

Yes, e.g. C, C++,

Fortran, Java, R

K
no

w
le
dg

e
an

d
su

pp
or
t

Users’ preferences

Data analysts,

Statisticians,

Academicians

Developers, C pro-

grammers, Data

analysts

User’s contribution in de-

velopment

High Moderate

Community of support

Huge, e.g. R-

Bloggers R User

Groups

Good, e.g. Python

User Groups

Documentation

Abundant e.g.

Rhelp RDocumen-

tation

Good e.g. PyData

Sy
nt
ax

Simple and easy to learn Moderate yes

Concise and precise Yes Yes

Easy to read Moderate Yes English-like

Static/Dynamic typing Dynamic Dynamic

https://cran.r-project.org/web/views/HighPerformanceComputing.html
https://cran.r-project.org/web/views/HighPerformanceComputing.html
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M
ac
hi
ne

Le
ar
ni
ng

Libraries/Packages For

ML algorithms

Great number

of packages for

speci�c algorithms

.e.g. rpart, glm,

randomForest

Few libraries

endorsing the

main algorithms

e.g. Scikit-learn,

PyBrain

Most used ML package Scikit-learn

Data visualization

Excellent e.g. gg-

plot2, ggvis

Very Good mat-

plotlib

ML performance with

large data sets

Relatively slow Very good

Big data integration Yes e.g. RHadoop Yes e.g. Hadoopy

Integration of ML algo-

rithms from other tool-

s/languages

Yes e.g. rWeka,

rPython

Yes e.g. rpy2

Books on Machine-

Learning

Yes Yes

Table 3.1: Comparison matrix of R and Python for ML

�e comparison matrix is distributed into four principal modules as shown in the table 3.1:

1. Generalities: presents a general overview of R and python.

2. Syntax: describes the syntax of the languages.

3. Knowledge and support: shows the scope of the documentation and the community of

support.

4. Machine learning: general comparison of using R and Python for machine learning.



Chapter 4

Machine learning models with R and
Python to predict electricity usage

4.1 Introduction

R and Python are two powerful open source tools for applying machine learning algorithms

and techniques. �e objective of this chapter is to build di�erent models in both R and Python

for electrical power prediction. �e determination of the performance of the models with both

tools helps the selection of the best model ��ing the data set. �e process of this work is the

following:

� Presentation of data set and the objectives.

� Data preprocessing and data integration.

� Data exploration.

� Presentation of the algorithms to use in both R and Python.

� Building models.

� Implementation of the models in R and Python.

� Evaluation and comparisons.

� Testing results.

28
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4.1.1 �e data set

�e energy data set used for this study is the EnerNOC Open Project electrical data set of 100

buildings, accessible from the link:

https://open-enernoc-data.s3.amazonaws.com/anon/index.html

�e data set contains electrical power usage for every 5-minute of 100 distinct commercial/in-

dustrial sites in di�erent region of the USA in 2012. �e data set folder contains 100 �les, each

�le belongs to a unique building, named as Building ID.csv. See 4.1. As for the start of this

Figure 4.1: Data �le names

study, there has been no article published yet on this data set, except for an exploratory work

by Clayton Miller, who used this data set to explore the capacities of IPython. His work can be

accessed via the link below:

http://nbviewer.jupyter.org/github/cmiller8/

EnerNOC-100-Building-Open-Dataset-Analysis

4.1.2 Objectives

�e main objective of this work is to �nd the best model to predict the electricity usage. For

this aim, it is necessary to build di�erent predictive models and compare their performances.

�e models have to predict the electrical consumption based on the variables of time (months,

days and hours) and the size (square footage) of the buildings. Implementing the models on

the test sets allows the evaluation of the performance; in addition to other parameters such

as time and R squared error. Hence, it is possible to estimate which models predict best the

electrical usage for this data set.

4.2 Data Preparation

�e data set must go through many steps before modeling, including data preparation, data

reduction and data transformation.

https://open-enernoc-data.s3.amazonaws.com/anon/index.html
http://nbviewer.jupyter.org/github/cmiller8/EnerNOC-100-Building-Open-Dataset-Analysis
http://nbviewer.jupyter.org/github/cmiller8/EnerNOC-100-Building-Open-Dataset-Analysis
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4.2.1 Data preprocessing and integration

Initially, each data �le contains the following features: Timestamp, Date/ time, reading value,

estimated indicator and anomaly indicator.

� �e “estimated indicator” indicates if the reading was estimated: 0 for yes, 1 for no.

� �e “anomaly indicator” is non-blank if there is an error in reading.

� �e “reading value” is the power usage measured in kWh.

In addition to the data �les, there is a meta data folder that contains information on the build-

ings, including the type of the industry, square footage, lat/lng and timezone. It is necessary to

add the feature of “square footage” to the data prior to modeling, since we intend to integrate

buildings with di�erent sizes. An example of the initial state of the data �les can be observed

in the �gure 4.2.

Figure 4.2: Example of �le 6.csv

4.2.2 Feature reduction

�e features of estimated indicator and anomaly indicator must be deleted (their values in all

�les have con�rmed the correctness of the readings) and they will not be used for ML.

4.2.3 Data transformation

�e time variable must be included as separate features of months, days and hours . In addition,

there is a necessity of computing the sum of load consumption of every 5 minutes to one hour.

Hence, transforming data into an hourly consumption measurement. We also need to include

the square footage from the meta data into our data set. �e �nal data set integrates all the
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Figure 4.3: Overview of the �nal data set

building into one data set with a dependent variable of electricity consumption/hour. See the

�gure 4.3.

�e data set has a total of 5 features and 877621 rows. �e features are Months, Days, Hours,

SQ FT and KW for the power consumption.

4.3 Data Exploration

�ere are many ways to explore data in R using functions such as summary() and str(). �ese

options o�er a general overview of the data, such as min and max values, missing values, mean,

median, quartiles, data types and data size, as show in the �gure 4.4. At this point, it is possible

to discover anomalies and irregularities.

Figure 4.4: Example of data exploration functions in R

It is also possible to generate plots to understand the distribution and the characteristics of the

data set. As an example, we can generate a plot of Energy Consumption by months, see the

�gure 4.5. We �rst sum up the power consumption of each month and plot the results to see

which month has the highest total of electricity consumption.
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Figure 4.5: Plot of electricity consumption by months using R

From the plot we can observe that in the summer the electricity consumption is higher than

it is in the other months and specially in August which reveals the highest peak of electricity

consumption. �e �gure 4.6 also shows the standard deviation of the data per months.

Figure 4.6: Plot of standard deviation by month
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4.4 Algorithms for prediction

�e algorithms belong to the family of supervised learning because the data has a well de-

�ned class information. Since the dependent variable KW has continuous values, regressions

algorithms are the choice for the prediction.

�ere are many algorithms for regression: weak learners such as linear regressions, tree based

algorithms and strong learners like random forest.

Di�erent algorithms will be experimented in both R and Python. �e choice of the models

for this study is based on the selection of the models that perform successfully in both R and

Python and show an R squared at least similar or higher than the R squared of a simple linear

regression model.

�e evaluation of the performance of each algorithm is based on the error calculation of R

squared error and time spent on modeling and prediction, in addition to plots and error cal-

culation on the test set to verify the correctness of the models. �e following list presents the

algorithms chosen to elaborate regression models in both R and Python:

� Linear Regression

� Elastic Net Regression

� Decision Tree

� Random Forest

� Bagging

� K-NN for Regression

4.5 implementation

Prior to modeling, spli�ing data into a training set and a test set is required. In fact, it is

easy to split the data set into training and testing set with integrated split functions in both

R and Python. For the sake of comparison, we use the same training data and test data for

R and Python. With python, we split data into two separate �les: train.csv and test.csv. �e

percentage of the split is 30% for test and 70% for training. �e predictive models are built on

the training sets using R and Python. �e performance of every model is evaluated based on

the following parameters:



Chapter 4. Machine learning algorithms with R and Python to Predict Electricity usage 34

� Time complexity: the total running time needed to elaborate the model on the training

set and the prediction on the test set.�e time calculation was run �ve times and the

average time was computed for every model.

� R squared error: as for time, the R squared error calculation was run �ve time and the

average was computed. R squared error indicate how good the model �ts the data. R

squared is always between 0 and 1, with 1 being the perfect �t.

R2=1 SSE/SST , where SSE is the sum of squared error and SSR the sum of squared

total.

� Plots using the entire data set: Fi�ing the models to the entire data set / months

�is method consists of using every model to predict the consumption on the entire

dataset, and sum up the results by months.

� Plots using the test set: Fi�ing the models to the test set

�is method consists of comparing the predicted values to the real values for every in-

stance in the test set. For aim of clarity in the visualization, a summation of the electricity

consumption is performed every 20.000 row of the test set. �e second part of this test

consists of calculating the absolute error of every model on the test set.

�e comparison of the models is discussed at each step of the evaluation. �e best model is

selected based on the overall performance.

4.5.1 Machine Learning with Python

4.5.1.1 �e libraries

For ML in Python, Scikit-learn library contains a great number of algorithms. �e following

modules of machine learning algorithms must be imported from the Scikit-learn library.

*Random forest:
from sklearn.ensemble import RandomForestRegressor

*K-NN regression:
from sklearn import neighbors

*Linear model:
from sklearn import linear model, metrics

*Elastic Net regression:
from sklearn.linear model import ElasticNet

*Decision tree regression:
from sklearn.tree import DecisionTreeRegressor

*Bagging regression:
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from sklearn.ensemble import BaggingRegressor

It is required to import the module r2 score in order to calculate the R squared error.

* R squared error:
from sklearn.metrics import r2 score

4.5.1.2 �e algorithms

�e following built in functions are used to elaborate the predictive models in Python. X rep-

resents the independent variables of the training set and y the dependent variable. Xt stands

for the the independent variables of the test set. *random forest regressor:
rfr=RandomForestRegressor()

rfr.�t(X,y)

predictions=rfr.predict(Xt)

*K-NN regression:
�nn1 = neighbors.KNeighborsRegressor()

knn1.�t(X, y)

predictions=knn1.predict(Xt)

*Linear model:
regr1 = linear model.LinearRegression( X=True, �t intercept=True, n jobs=1, normalize=False)

regr1.�t(X, y)

predictions=regr1.predict(Xt)

*Elastic Net regression:
enet = ElasticNet(alpha=0.1, l1 ratio=0.7)

enet.�t(X, y)

predictions=enet.predict(Xt)

*Decision tree regression:
clf=DecisionTreeRegressor()

clf.�t(X, y)

predictions=clf.predict(Xt)

*Bagging regression:
a=BaggingRegressor(DecisionTreeRegressor())

a.�t(X, y)

predictions=a.predict(Xt)

�e performance of the model is measured in Time, R squared error and later on using exam-

ples to test the performance of the data.
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In python, there is an integrated function of R squared error function under the r2 score mod-

ule. yt refers to the real values of the independent variable in the test set, while predictions

are the predicted values of the algorithm.

*R square error
r2 score(yt, predictions)

*Time complexity
Time is calculated using time function, which requires to import time and datetime modules.

It starts the count of seconds with the command time() and stops with the same command.

Two variables are generated of time calculation. �e result is the di�erence between the two

variables. �e method of work chosen in python consists of using a python script executed

from the shell4.7.

start = time.time()

### the algorithm

end = time.time()

�e results of the algorithms are shown below. For every model, the time calculation and the

R squared error in computed and returned. A good model must have a coe�cient of determi-

nation close to 1.

Figure 4.7: �e Results of Python

4.5.1.3 Evaluation of the models

As we shown in table 4.1. �e models with the highest R Squared are Random Forest Model
and Bagging regression with R2=0.98. �e fastest models are Elastic Net Model and the

linear regression, but with a weak R2 of 0.23. �e slowest model of the selection is KNN with

21.72s. �e R squared of this model is 0.94.
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Model Time R-squared error
Decision Tree Regressor 2.48888707161 0.977079080256

Linear Regression 0.103676080704 0.233660413507

Bagging Regression 18.0937080383 0.98251595916

Elastic Net Model 0.0738279819489 0.233660432809

KNeighbor Model Re-

gression

21.7242491245 0.942793279562

Random Forest Model 17.4599938393 0.982161063231

Table 4.1: Comparison of error rate of the models in Python

Figure 4.8: Comparative plot of R-squared error

�e next steps of the evaluation and testing include only the models with an R squared higher

than the R squared of a simple linear regression (0.233), i.e Decision tree, Random Forest, Bag-

ging and KNN for regression. �e results can be observed be�er with plots 4.8.

�e �gure 4.9 shows the comparative of time.

Figure 4.9: Comparative plot of Time
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4.5.1.4 Testing the models

1- Results of the predictions on the entire data set/months
�e plot 4.10 shows a close �t of Random Forest, bagging and decision tree to the real values

of the data set, followed by KNN.

Figure 4.10: Comparative plot of the predictions per months using the entire data set in

Python

2- Results of the predictions on the test set
We �rst elaborate a plot to compare the real values of the consumption in test set with the

predicted values of the models. �e �gure 4.11 shows a good performance of the decision tree,

random forest and bagging. �e predictions of KNN on the other hand is not as good as the

other tree based models. Te second part of the test consists of computing the absolute error of

the models.

�e second part of the test consists of computing the absolute error of every model. As a result

of the prediction on the test set using Python, the best model was the decision tree showing

the least absolute error, followed by bagging and the decision tree. KNN was far behind with

the highest absolute error rate4.12.
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Figure 4.11: Comparative plot of the test prediction vs real values

Figure 4.12: Comparative plot of the absolute error using python
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4.5.2 Machine learning with R

4.5.2.1 �e libraries

�e libraries required for the data modeling in R are:

FNN: Fast Nearest Neighbor Search Algorithms and Applications

rpart: Recursive Partitioning and Regression Trees

randomForestSRC: Random Forests for Survival, Regression and Classi�cation

glmnet: Lasso and Elastic-Net Regularized Generalized Linear Models

ipred: Bagging for classi�cation, regression and survival trees.

R squared error is calculated as follows,

error= function(predictions,y){
R2 =1 - (sum((y-predictions)

2)/sum((y −mean(y))2))
}

4.5.2.2 �e algorithms

*Decision tree regression

>t1=system.time({
+ Decision = vector()

+ �t = rpart(Y .,data=Train , control=rpart.control(minsplit=15))

+ predictions = predict(�t, Test)

+ e1=error(predictions,Test$Y) +predict(�t,Test)

+ })
>e1

0.8032879

>t1

user system elapsed

15.487 0.000 15.488

*Linear regression

>t2=system.time({
+ linear = vector()

+ �t = lm(Y .,data=Train)

+ predictions = predict(�t, Test)

+ e2=error(predictions,Test$Y)
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+})
>e2

0.2336604

>t2

user system elapsed

0.772 0.376 0.692

*Bagging
+ bagging = vector()

+ �t = bagging(Y .,data=Train)

+predictions = predict(�t, Test)

+ })
>e3

0.8032891

>t3

user system elapsed

65.760 0.099 65.833

* Elastic Net regression
>t4=system.time({
+ elastic = vector()

+x=as.matrix(Train[,1:4])}
+�t = glmnet(x,Train$Y, family=“gaussian”, alpha=0.7, lambda=0.1 )

+ xt=as.matrix(Test[,1:4])

+ predictions = predict(�t,xt,type=“link”)

+ e4=error(predictions,Test$Y)

+ })
>e4

0.2336604

>t4

user system elapsed

0.140 0.000 0.432

*KNN regression
>t5=system.time({
+ knn¡-vector()

+ �t = knn.reg(train=Train[,1:4],test=Test[1:4],y=Train[,5],k=5)
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+ predictions = �t$pred

+ e5=error(predictions,Test$Y)

+})
>e5

0.9410216

>t5

user system elapsed

2.460 0.000 2.462

* Random Forest

>rf=vector()

>t6=system.time({
+ �t= rfsrc(Y .,data=Train,ntree=10)

+ v=predict(�t,Test[1:4])

+ e6=error(v$predicted,Test$Y)

+ })
>e6

0.9604368

>t6

user system elapsed

39.158 0.003 39.158

4.5.2.3 Evaluation of the models

Model Time R-squared error
Decision Tree Regressor 15.487 0.8032879

Linear Regression 0.772 0.2336604

Bagging Regression 65.760 0.8032891

Elastic Net Model 0.140 0.2336604

KNeighbor Model Re-

gression

2.460 0.9410216

Random Forest Model 39.158 0.9604368

Table 4.2: Comparison of error rate of models in R

In R, Random Forest has the highest R squared error of 0.96, followed by KNN (0.941) with an

impresive time of execution (1.87s), see table 4.2. Bagging is the slowest model of the selection

( 65.76s) and has almost the same R squared of the decision tree (0.8). �e fastest models are

the linear and the elastic network (0.77 and 0.14 seconds respectively), but both have very low

R-squared of 0.23 and will not be selected for evaluation.
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Figure 4.13: Comparative plot of time

Figure 4.14: Comparative plot of R squared error in R

4.5.2.4 Testing the models

1- Results of the predictions on the entire data set/months.
�e plot 4.15 shows how well the models perform with the data set. �e Random forest shows

the closest line to the real values. Even though decision tree has a high R squared, the perfor-

mance of the model on the data is poor, which is due to the problem of under��ing.
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Figure 4.15: Comparative plot of the predictions per months using the entire data set in R

2- Results of the predictions on the test set
From the plot 4.16 of test prediction, when comparing the predicted values of the models to

the real values in the test set, a di�erent behavior of the models is observed. Random Forest

seems to work be�er than the other models with the test set4.17.

Figure 4.16: Comparative plot of the test prediction vs real values
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Figure 4.17: Comparative plot of the absolute error using R

4.6 Comparison of the models built with R and Python

4.6.1 Comparison based on time

�e plot 4.18shows that in both R and Python, linear regression and elastic regression models

were generated fast. Random Forest and Bagging were relatively slow using both tools. �is is

due to the nature of the models. �e �rst two generate a simple equation that �ts the data. In

contrast, Random Forest and the Bagging generate multiple subsets of the data and di�erent

decision trees to select the best model based on average calculation.

�e model that took most time in R was Bagging, while in Python, KNN regressor was the

slowest one. KNN regressor can be slow, since it computes the distances between the data to

�nd similarities. R was signi�cantly faster than Python in KNN regression. However, python

appears to be the largely faster with the other algorithms: bagging, decision tree and random

forest.
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Figure 4.18: Comparative plot of Time performance in R and Python

4.6.2 Comparison based on R squared error

From the R squared comparison, both Python and R models seem to behave similarly in most

cases, which reinforces the solidity of the models. �e best model in both tools is the Random

Forest. Nevertheless, time complexity and R squared error are not enough to determine the

Figure 4.19: Comparative plot of error rate in R and Python

exactitude and the performance of the models. In fact, many experimentations must be per-

formed on the data set, including comparisons, calculation of the errors on samples of the data

and enhancement of the models by tuning the parameters.

To sum up the experience of using R and Python for machine learning, they both are powerful

programming languages and provide many options and libraries for machine learning. Random

Forest appears to be a solid model in both implementations. Based on R squared error rates4.19,

time and tests on the models, it seems that python performed slightly be�er than R in this study.
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Python is gaining more popularity in machine learning and R is still present with a strong

community of users. �e choice of the right algorithm for modeling depends on the data type

and size. Some algorithms are more known to be more e�cient than others. However, since

every data has its own characteristics, the wise move is to try multiple algorithms and perform

iterative tests before the implementation.



Chapter 5

Conclusion and future work

It is interest of every electricity market player to know how much electricity usage would be in

the future in order to be�er manage and control the energy resources, reduce costs and avoid

risk.

Although there are many models towards electricity load forecasting, the uniqueness of this

study is the usage of both time and size as features of a real historical electricity usage data to

build models based on machine learning, with two open source tools. �is thesis is the �rst

application of machine learning models on the EnerNOC Open Data Project. Multiple models

were built using R and Python. �e evaluation of the models’ performance was based on time,

R squared error and di�erent tests on the data. Random Forest model appears to perform best

throughout the process of evaluation.

As future work, we recommend the addition of data from next months and years, which would

enhance the prediction and improve the model’s performance. Other factors that in�uence

the electricity usage such as weather may also reveal interesting pa�erns. As the size of the

buildings is the most signi�cant feature, the division of the data into subsets based on size may

lead to a more precise prediction.
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