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ABSTRACT

Motivation: Global many-to-many alignment of biological networks

has been a central problem in comparative biological network studies.

Given a set of biological interaction networks, the informal goal is

to group together related nodes. For the case of protein–protein

interaction networks, such groups are expected to form clusters of

functionally orthologous proteins. Construction of such clusters for

networks from different species may prove useful in determining

evolutionary relationships, in predicting the functions of proteins with

unknown functions and in verifying those with estimated functions.

Results: A central informal objective in constructing clusters of ortho-

logous proteins is to guarantee that each cluster is composed of mem-

bers with high homological similarity, usually determined via sequence

similarities, and that the interactions of the proteins involved in the

same cluster are conserved across the input networks. We provide

a formal definition of the global many-to-many alignment of multiple

protein–protein interaction networks that captures this informal object-

ive. We show the computational intractability of the suggested defin-

ition. We provide a heuristic method based on backbone extraction

and merge strategy (BEAMS) for the problem. We finally show,

through experiments based on biological significance tests, that the

proposed BEAMS algorithm performs better than the state-of-the-art

approaches. Furthermore, the computational burden of the BEAMS

algorithm in terms of execution speed and memory requirements is

more reasonable than the competing algorithms.

Availability and implementation: Supplementary material including

code implementations in LEDA Cþþ, experimental data and the re-

sults are available at http://webprs.khas.edu.tr/*cesim/BEAMS.tar.gz.

Contacts: ferhat.alkan@stu.khas.edu.tr

Supplementary information: Supplementary data are available at

Bioinformatics online.
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1 INTRODUCTION

Proteins and their interactions are at the core of almost every

biological process. In protein–protein interaction (PPI) networks,

nodes represent the proteins and the edges correspond to inter-

actions between pairs of proteins. Several high-throughput

techniques together with novel computational methods gave

rise to extraction of large-scale PPI networks for many organisms

in recent years (Aebersold and Mann, 2003; Finley and

Brent, 1994; Goh and Cohen, 2002; Marcotte et al., 1999;

Skrabanek et al., 2008). Parallel to this enormous growth in

data, several problem formulations related to the analysis of

such networks have been proposed and many computational

methods have been developed for their comparative studies.

In particular, biological network alignment problem has been

of particular interest. The main motivation behind the problem

is to detect functionally orthologous proteins across given net-

works from several organisms.

Two types of biological network alignments have been covered

in literature: local network alignments and global network align-

ments. The former aims to extract local network motifs (subnet-

works) from input networks; the motifs are expected to bear

reasonable similarity both in terms of sequence and local network

topologies (Flannick et al., 2006; Kalaev et al., 2009; Kelley et al.,

2004). Global network alignment on the other hand treats the

problem globally and aims to find functionally orthologous map-

pings across all networks and proteins. Some of the proposed

global alignment algorithms such as MI-GRAAL (Kuchaiev

and Pržulj, 2011) and SPINAL (Aladağ and Erten, 2013) perform

these alignments only for pairwise networks, whereas others such

as IsoRank (Singh et al., 2008) and IsoRankN (Liao et al., 2009)

perform alignments on multiple networks. Additionally, global

alignment algorithms may also differ with respect to the types

of mappings they provide. One-to-one alignment approaches aim

to generate alignments where the output alignment either maps a

protein in a network to exactly one protein from one of the net-

works or leaves the protein unmapped (Aladağ and Erten, 2013;

Chindelevitch et al., 2010; Singh et al., 2008). One-to-many align-

ments have been proposed for the global alignment of other

biological networks including metabolic pathways, where each

metabolic reaction in a pathway is mapped to a subset of reac-

tions from another pathway (Abaka et al., 2013; Ay et al., 2011).

Finally, for many-to-many alignments, the goal is to extract clus-

ters of proteins where each cluster may include any number of

proteins from the input networks (Flannick et al., 2009; Liao

et al., 2009; Sahraeian and Yoon, 2013). The proteins mapped

to the same cluster as a result of the alignment are all expected to

compose a functionally orthologous group. Among all three

versions of the global network alignments, the many-to-many

version is the most general. Furthermore, as far as constraints

from evolutionary molecular biology are concerned, it provides

a more intuitive definition; the evolutionary distance between

organisms under study may have large variations, leading to dif-

ferent numbers of proteins functioning similarly when considered

in different networks.
The focus of this article is on global many-to-many alignment

of multiple PPI networks from different species. We first provide*To whom correspondence should be addressed.
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a formal combinatorial definition of the problem. We proceed
with proving its computational intractability even in a restricted

case. We next provide a general framework for the problem,

where we decompose the original problem into two subproblems,
that of backbone extraction and backbone merging. Informally,

each backbone in this framework corresponds to a closely related

central group of proteins, at most one from each network. Once
all the backbones are determined, the latter subproblem involves

merging together the backbones with higher chances of coexist-

ence in a cluster of orthologous proteins. We provide heuristic

methods for both subproblems that together form our proposed
algorithm based on backbone extraction and merge strategy,

BEAMS. We experimentally evaluate the algorithm with regards

to several biological significance metrics proposed in literature
and compare it against one of the most popular global many-

to-many alignment methods, IsoRankN, and a recently proposed

state-of-the-art alignment algorithm, SMETANA. The experi-
mental results indicate that BEAMS alignments on real network

data provide more consistent clusters than those of IsoRankN

and SMETANA. Furthermore, considering the heavy computa-
tional load of the problem, the exceptional running time and

memory requirements of BEAMS is a further improvement

resulting from the provided framework and the algorithm.

2 METHODS AND ALGORITHMS

2.1 Problem definition

Although the one-to-one version of the problem has been

formally defined in previous work, no formal combinatorial
definition exists for the global many-to-many version of the

interaction network alignment problem apart from parameter

learning-based definitions of Graemlin 2.0 (Flannick et al.,

2009), which actually is defined as an intermediate subproblem
for local alignments. We first provide a formally defined opti-

mization goal for the problem that captures the essence of the

informal definition provided in Section 1. The definition is based
on an intuitive generalization of the global one-to-one network

alignment problem definition provided in Singh et al. (2008) and

Aladağ and Erten (2013).
Let G1ðV1,E1Þ, G2ðV2,E2Þ, . . . ,GkðVk,EkÞ be the input PPI

networks, where Gi corresponds to the ith PPI network and
Vi, Ei denote, respectively, the node set (proteins) and the edge

set (interactions) of Gi. Let S indicate the edge-weighted complete

k–partite similarity graph where the ith partition of S is Vi and

each edge (u,v) in S is assigned a positive real weight w(u,v). This
weight corresponds to the sequence similarity score s(u,v) between

u and v, usually assumed to be the Basic Local Alignment Search

Tool (BLAST) bit score of u and v, where u 2 Gi, v 2 Gj and
i 6¼ j. Let S� be a subgraph of S with the same set of nodes. S�
represents a filtered version of the similarity graph S, so that only

edges between pairs of proteins with relatively high sequence
similarity are retained. For a fixed S�, the global many-to-many

alignment of all the input PPI networks is the problem of

finding a maximal set of non-overlapping clusters
CL ¼ fCl1,Cl2, . . . ,Clmg that maximizes the following score:

ASðCLÞ ¼ �� CIQðCLÞ þ ð1� �Þ �

P
8Cli2CL

ICQðCliÞ

jCLj
ð1Þ

Here � is a real number between 0 and 1. It is a balancing

parameter that determines the contribution weight of network

topology as compared with homological similarity in the con-

struction of output alignments. Each cluster Cli is defined to be a

complete c–partite subgraph of S�, where 15c � k. A set of

clusters CL is maximal if no additional clusters can be added

to CL, i.e. no further complete c–partite subgraph remains in

S�. Maximizing the AS score does not automatically guarantee

the maximality of the output set of clusters.
CIQðCLÞ in the equation denotes cluster interaction quality and

is a measure of interaction conservation between all cluster pairs

in CL. We define a conservation score, denoted with cs(m,n), for

each pair of clusters Clm,Cln. Let EClm ,Cln denote the set of all

PPI edges with endpoints in distinct clusters Clm,Cln. The score

cs(m,n) is trivially 0, if EClm ,Cln ¼ ;. Let sm,n denote the number

of PPI networks shared by the nodes in both Clm,Cln, and let

s0m, n be the number of distinct PPI networks containing the edges

in EClm ,Cln . We assign csðm, nÞ ¼ 0 if s0m, n ¼ 1 and

csðm, nÞ ¼ s0m, n=sm, n otherwise. The former assignment reflects

the fact that there is no interaction conservation between the

pair of clusters. The overall assignment is a generalization of

edge conservation definition of pairwise network alignments.

For pairwise alignments, edge conservation is assigned a binary

value, i.e. a PPI edge in one network is either conserved in the

other network or not. However, for multiple alignments the used

definition may assign rational conservation values; see Figure 1.

We formally define CIQðCLÞ as follows:

CIQðCLÞ ¼

P
8Clm,Cln

jEClm ,Cln j � csðm, nÞ

P
8Clm ,Cln

jEClm,Cln j
ð2Þ

In Equation (1), ICQðCliÞ stands for the internal cluster quality

of a given cluster Cli and is a measure of sequence similarities of

involved proteins. Let wmaxðuÞ denote the maximum weight of

any edge incident on u in S�. Denote the S� edges incident on

nodes in Cli with EðCliÞ. ICQðCliÞ is defined as follows:

ICQðCliÞ ¼

P
8ðu,�Þ2EðCliÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
wðu,�Þ2

wmaxðuÞ�wmaxð�Þ

q

jEðCliÞj
ð3Þ

2.2 The BEAMS algorithm

We first show that for a fixed S�, the global many-to-many net-

work alignment problem is computationally intractable. Owing

to space considerations we leave the proof to the Supplementary

Document.

PROPOSITION 2.1. For all � 6¼ 0, the global many-to-many align-

ment problem is NP-hard even for the restricted case where two

PPI networks are aligned and all edge weights in S� are equal.

Considering this NP-hardness result, it is necessary to devise

efficient heuristics for the problem. The general approach of the

BEAMS algorithm can be described within the seed-and-extend

framework. Several previous network alignment studies are also

based on the same broad framework (Kuchaiev and Pržulj, 2011;

Shih and Parthasarathy, 2012). However, how the seeds are
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defined formally, how they are extracted and the formal defin-

ition of the extension that altogether constitute the main compo-

nents of a seed-and-extend framework are the main novelties of

our approach. Regarding the cluster definition of Equation (1),

we make the following observation. Each cluster Cli, which is a

complete c–partite graph, can be subdivided into a set of ni dis-

joint cliques, where ni denotes the size of the maximum partition

of Cli. In fact, ni is the minimum possible size for such a set and

each clique in the set has size c0 where 1 � c0 � c. Therefore, we

view the original alignment problem of being composed of

two subproblems: backbone extraction and backbone merging.

A backbone is defined as a clique in S�, and a set of appropriate

backbones together form a cluster. Each backbone thus defined

formally, can be considered to correspond to a seed within the

general seed-and-extend framework. The first subproblem is that

of extracting a minimal set of disjoint cliques from S�, which

covers S� completely and that maximizes the alignment score

AS when each non-trivial clique of size greater than one is con-

sidered a cluster in the definition of Equation (1). The set is

minimal in the sense that no output pair of cliques can be

merged together to form a larger clique. Informally, each back-

bone corresponds to an orthologous set of proteins with at most

one protein from each of the input networks. Thus, the backbone

extraction problem can actually be viewed as the global one-

to-one alignment of multiple networks. A group of backbones

is called mergeable if their union provides a valid cluster, i.e. a

complete c–partite graph. We define the second subproblem as

finding a minimal set of mergeable backbone groups such that no

further mergeable group remains and that maximizes the result-

ing AS score when each mergeable backbone group is considered

a cluster in the definition of Equation (1). A mergeable group

represents a cluster of proteins that are highly homologous, as

every pair of proteins from different networks are connected by

large weight edges in the filtered similarity graph S�. Thus,

imposing the constraint that no further merging can be done

on the set implies the intuition that no two pairwise homologous

clusters should be part of the output alignment separately. We

show that even these subproblems are computationally hard, and

we provide efficient heuristics for each one. In what follows, we

first present the details of S� construction then proceed to pro-

vide descriptions of the two main steps of the BEAMS algorithm.

2.2.1 Construction of S� Considering the sizes of the networks
under consideration and the fact that multiple networks consti-

tute the study subject, a suitable filtration on the complete

sequence similarity graph S is necessary for mainly two reasons.

First, even the suboptimal polynomial-time heuristic algorithms

require large amounts of computational power as the size of S

increases. Furthermore, taking into account the complete graph

S may lead to incorrect alignments as far as biological signifi-

cance measures are concerned; most protein pairs from different

networks do not bear sufficient significance in terms of sequence

similarity and using an alignment with the unfiltered similarity

graph S may align proteins with almost no homology. As the

evolutionary distance between pairs of input networks might be

different, we use a relative filtration that takes into account the

relative differences in sequence similarities of pairs of networks.

For a user-defined threshold �, we construct the filtered similar-

ity graph S�, so that each edge (u,v) is removed from S if

wðu, vÞ5��maxðu, vÞ, where maxðu, vÞ denotes the maximum

of wðu, v0Þ or wðu0, vÞ for any u0, v0 from the networks of u and

v, respectively.

Algorithm 1: EXTRACT_BACKBONES

1: Input: S�,G1,G2, . . . ,Gk,�

2: Output: Set of backbones B ¼ fB1,B2, . . . ,Bng

3: B ¼ ;;C ¼ ;

4: //Initial candidate

5: C0 ¼MEWCðS�Þ; C ¼ C [ fC0g

6: repeat

7: Bnew ¼ Select CandðC,BÞ; B ¼ B [ fBnewg

8: Remove Bnew from S�
9: //Generate new candidate

10: Cnew ¼ Generate CandðS�,BnewÞ; C ¼ C [ fCnewg

11: //Update each candidate in C

12: for all Ci 2 C do

13: if Ci \ Bnew 6¼ ; then

14: if i ¼¼ 0 then

15: C0 ¼MEWCðS�Þ

16: else

17: Ci ¼ Generate CandðS�,BiÞ

18: end if

19: end if

20: end for

21: until S� contains only isolated nodes

22: //Each isolated node is a backbone itself

23: for all nodes u 2 S� do

24: Bnew ¼ fug; B ¼ B [ fBnewg

25: end for

2.2.2 Backbone extraction Regarding the first subproblem
defined within the BEAMS framework, we show that the back-

bone extraction problem is NP-hard even for a restricted case.

The full proof can be found in the Supplementary Document.

PROPOSITION 2.2. For all values of � 6¼ 0, the backbone extraction

problem is NP-hard even for the case where there are two input

networks and all edge weights in S� are equal.

Because the backbone extraction problem is NP-hard, we

devise an iterative greedy heuristic that runs in polynomial

time assuming the number of networks under consideration

is constant. The pseudo-code is shown in Algorithm 1.

Fig. 1. Conservation scores on a sample alignment covering all notable

cases. Rectangular groups represent the clusters of the alignment. The

dotted edges represent the protein–protein interactions. Proteins of each

PPI network are drawn at separate horizontal layers. The CIQ score

for this alignment is ð4� 4=4þ 4� 3=4þ 4� 3=3þ 2� 2=3þ 0Þ=16

¼ 0:771. Because no other PPI edges exist between any other pair of

clusters, only the indicated cs scores contribute to CIQ
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Our algorithm uses concepts related to maximum edge weighted

cliques (MEWC), candidate generation based on neighborhood

graph constructions and a greedy selection heuristic aiming to

optimize the AS score. In the MEWC problem, the input graph is

assumed to be edge-weighted with non-negative real values as

weights, and the goal is to find a clique with maximum sum of

edge weights.
We start with an empty backbone set and a candidate set that

consists only of C0, which is the MEWC of S�. The jth iteration

of the main loop of the algorithm consists of four main steps:

selecting a new backbone Bj among already existing j candidates,

removing the backbone from S�, generating the new candidate Cj

and finally updating all existing candidates. Figure 2 provides a

depiction of each of these main steps on a sample instance for the

third iteration. The first step simply involves selecting the new

backbone as the candidate providing the maximum AS score

when considered together with all existing backbones. In the

first iteration, C0 is selected trivially as the first backbone, B1.

Each candidate Cj is defined with respect to an already existing

backbone Bj other than the special candidate C0, which is

updated throughout iterations as S� is updated. To generate a

new candidate Cj via the function call Generate CandðS�,BjÞ, we

first construct the neighborhood graph of Bj, which is the induced

subgraph in S� of the set of PPI neighbors of all the nodes in Bj.

If the neighborhood graph does not contain any S� edges, then

the candidate Cj is empty. Otherwise, we find the MEWC,Mj, of

this neighborhood graph, and we generate Cj by constructing the

G-MEWC of Mj in S�. Here, G-MEWC corresponds to general-

ized MEWC, which is defined as the maximum edge weighted

clique in S� that is required to include all the nodes ofMj. On top

of the interaction conservation advantages brought by neighbor-

hood graphs, constructing the MEWC of the neighborhood

graph guarantees a highly similar backbone candidate as far as

homological sequence similarities represented by S� edges are

concerned. The G-MEWC construction on the other hand is a

precautionary measure to enable possible extensions of a candi-

date toward networks other than those of its respective

backbone. As the last step within an iteration, we generate
each candidate anew, again with respect to its corresponding

backbone and the updated S�, if it shares any nodes with the
new backbone Bj. The iterations continue until S� contains only

isolated nodes, i.e. those of degree zero.

2.2.3 Computing generalized MEWC We use a depth-first
branch-and-bound type algorithm to find the generalized max-

imum edge weighted clique of S� that is required to contain a
given set of nodes, Mj. The descriptions provided here assume

basic familiarity with the general branch-and-bound framework;
see Korf (2010) for further details on this framework. Assigning

Mj ¼ ;, the problem reduces to that of finding the MEWC. As is

the case with usual branch-and-bound type algorithms, we traverse

the search tree T in a depth-first manner. Each node at level-i of T
represents a clique of size iþ jMjj in S� that must include nodes

in Mj. During the traversal, for each traversed node
� ¼ fu1, . . . , uiþjMjjg of T representing clique containing nodes

u1, . . . , uiþjMj j, we store the neighborhood set of �, denoted with

N� that contains nodes that are in the common S� neighborhood of

nodes u1, . . . , uiþjMjj. The total edge weight of � is denoted with

EWð�Þ. Let RepðN�Þ denote the set of partition numbers of S� (the

set of PPI networks) that has a node in the setN�. Throughout the

traversal, we store the best node of the search, denoted with best�
and its weight with EWðbest�Þ. To complete the description of the

algorithm, we need only to specify the rules for branching and

the bound formulation of the search. An upper bound for the
potential weight of a node � in T is assigned to

EWð�Þ þ
P
8ut2�

P
8r2RepðN�Þ

wmaxðut, rÞ þ PWmaxðN�Þ, where

wmaxðut, rÞ denotes the weight of the maximum weighted edge

between ut and any node in the r-th partition of S�, and
PWmaxðN�Þ represents the maximum potential weight of a possible

clique inN�. Formally,PWmaxðN�Þ is defined as the sumof the edge

weights of the
jRepðN�Þj�ðjRepðN�Þj�1Þ

2 heaviest edges ofS�. If the defined

potential weight of a node � is greater thanEWðbest�Þ, we branch at

node �, which implies creating a new node �0 at the next level iþ 1,

where �0 ¼ fu1, . . . , uiþjMjj, uiþjMjjþ1g such that uiþjMjjþ1 2 N�.

Fig. 2. The state of S�, the backbones and the candidates on a sample input before (left) and after (right) the third iteration of the main repeat loop of

Algorithm 1. The dotted edges represent protein interactions. Each network is drawn at a separate horizontal layer. Edges between different layers

represent S� edges. Left: assuming the AS score of C0 when considered with existing backbones B1,B2 is greater than the corresponding score of C1, the

candidate C0 becomes the newly generated backbone B3. Right: B3 is removed from S�. To generate the new candidate C3, first the neighborhood graph

NG3 of B3 is constructed. The MEWCM3 of NG3 is computed, and the G-MEWC of M3 in S� becomes the new candidate C3. Finally the candidate C0,

which is the only candidate sharing nodes with B3 is generated anew. Assuming the MEWC of S� is the edge (4,5), it becomes the updated candidate C0
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2.2.4 Backbone merging With regards to the second main
step of the BEAMS algorithm, we first state the following prop-

osition about the computational complexity of the corresponding
problem. The full proof can be found in the Supplementary
Document.

PROPOSITION 2.3. For all values of � 6¼ 0, the backbone merging
problem is NP-hard even for the case where there are two input

networks and all edge weights in S� are equal.

We provide an iterative greedy heuristic for the backbone
merging step. Let MB denote the set of mergeable backbone
groups. Initially MB contains all backbones provided by the

first backbone extraction step. It is updated at every iteration
of the algorithm by a greedy selection strategy which, similar to
the backbone extraction step, uses a candidate generation and

selection idea. At each iteration, we construct all pairs of merge-
able groups in MB that all together provide the set of all candi-
dates of that iteration. For each candidate, we compute the AS

score of MB considering the candidate pair as a single group.
Some groups in MB may consist of a single node. Such groups
are excluded from the AS score computations. We then select the

candidate that provides the maximum score and update MB by
merging the pair. The algorithm stops when no mergeable pair

remains that provides a minimal set MB. We finally remove
groups with a single node and provide the resulting set as the
output set of clusters. A full discussion of several implementation

details regarding this step and the algorithm as a whole are left to
the Supplementary Document.

3 DISCUSSION OF RESULTS

We implemented the BEAMS algorithm in Cþþ using the

LEDA library (Mehlhorn and Naher, 1999). The complete
source code, evaluation tools, all the data and output results
are available as part of the Supplementary Material. Two algo-

rithms we compare BEAMS against are IsoRankN and
SMETANA. IsoRankN is one of the most popular algorithms
in the global many-to-many network alignment literature. It

has been shown that compared with other popular alignment
algorithms, such as Graemlin 2.0, NetworkBLAST-M and
MI-GRAAL, it provides better performance under measures

suitable for network alignment quality determination (Liao
et al., 2009; Sahraeian and Yoon, 2012). Furthermore, the infor-
mal optimization goals of both IsoRankN and the BEAMS

algorithms are similar in the sense that they both aim at max-
imizing a suitable optimization scoring function that balances the
contribution of homological similarities of clustered proteins and

the edge conservation between pairs of clusters via a suitably
assigned constant �. Therefore, IsoRankN is one of the algo-

rithms that we extensively compare the BEAMS algorithm
against. A second alignment algorithm that we use in our experi-
mental evaluations is SMETANA (Sahraeian and Yoon, 2013), a

recent approach proposed for probabilistic many-to-many align-
ment of multiple networks. We present the experimental results
of BEAMS and IsoRankN for different values of � varying from

0.3 to 0.7 in the increments of 0.1. The BEAMS algorithm has an
additional user-defined parameter �, the filtering ratio, which
is set to 0.4. Regarding the settings of parameters used by

SMETANA, we set nmax¼ 10, �*¼ 0.9 and �*¼ 0.8. These are

the settings used in the original article (Sahraeian and Yoon,

2013). Note that �* and �* do not correspond to � and � defined

herein.

We experimented on both real and synthetic PPI networks.

Regarding the former, we present a discussion of the global

many-to-many alignment results for the PPI networks of five

extensively studied species: Caenorhabditis elegans (worm),

Drosophila melanogaster (fly), Homo sapiens (human), Mus mus-

culus (mouse) and Saccharomyces cerevisiae (yeast). As input

data, the BEAMS algorithm requires the PPI networks and the

pairwise sequence similarity scores of aligned proteins. All these

data are retrieved from the IsoBase (Park et al., 2011) database,

which is the same as that used by the IsoRank, IsoRankN,

SPINAL and SMETANA algorithms. These PPI networks are

formed by combining the network data from various databases

including DIP (Salwinski et al., 2004), BIOGRID (Breitkreutz

et al., 2008), HPRD (Keshava Prasad et al., 2009), MINT (Ceol

et al., 2010) and IntAct (Aranda et al., 2010). The C.elegans

network has 19 756 proteins and 4884 interactions, the

D.melanogaster network has 14 098 proteins and 25 054 inter-

actions, the H.sapiens network has 22 369 proteins and 55168

interactions, the M.musculus network has 24 855 proteins and

592 interactions, the S.cerevisiae network has 6659 proteins

and 82932 interactions and in total there are 87737 proteins

and 168 630 interactions. Pairwise sequence similarity scores

correspond to the BLAST bit-values of the protein sequences

retrieved from Ensembl (Hubbard et al., 2009). With regards

to the experimental results on synthetic data, we used synthetic

PPI networks retrieved from the NAPAbench, which is a recently

proposed synthetically constructed network alignment bench-

mark (Sahraeian and Yoon, 2012). Owing to space consider-

ations, we present our experimental evaluations regarding these

synthetic networks in the Supplementary Document.
Later in the text we provide a detailed evaluation of the

alignment results produced by the three algorithms. In the next

subsection, we analyze the output alignments in terms of quan-

titative properties. Following this discussion, we next provide

an evaluation based on biological significance of the resulting

alignments.

3.1 Analysis of output clusters

Table 1 provides a summary of a quantitative analysis of the

alignments produced by the algorithms BEAMS, IsoRankN

and SMETANA. For a more detailed analysis, in addition to

the total coverage values provided by all the clusters, we also

provide a separate analysis by subdividing the output set based

on c, the number of networks represented in the clusters. The

first four multirows provide these results for the instances of

c¼ 2,3,4,5, respectively. The total coverage of BEAMS and

SMETANA are close, although that of SMETANA is slightly

larger. The clusters produced by the alignments of both algo-

rithms have far better total coverage than those of the

IsoRankN alignments; each algorithm aligns almost 50% more

proteins than IsoRankN. Considering the clusters as claimed

orthologies, this implies that BEAMS and SMETANA leave

out much less unexplained data by proposing orthology relations

for most of the proteins. The main reason behind this discrep-

ancy is the lack of IsoRankN clusters containing only proteins
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from two networks. Such a deficiency may lead to unreasonable

conclusions, as it is natural to expect orthologous groups with

proteins from only two species given that the pairwise evolution-

ary distances of the species under consideration have large

variations.

The top row in the multirow indicated with Interactions pro-

vides the number of conserved interactions (CI) resulting from

the output alignments, the middle row indicates the total number

of interactions between clusters and the bottom row provides

their ratios. A PPI is assumed to be conserved if its cs score is

greater than zero, i.e. the interaction is between a pair of proteins

from different clusters that further contain at least one more pair

of interacting proteins from another PPI network. For all in-

stances of �, the BEAMS algorithm provides more CI than

IsoRankN. Furthermore, this superiority is not simply due to

the large number of clusters produced by the BEAMS align-

ments; considering the ratio of the number of CI to the total

number of interactions between clusters, it can be observed

that the BEAMS alignments conserve a larger ratio of existing

edges between all clusters. SMETANA performs better than

BEAMS in terms of the number of CI. A reason that might

account for this result is the sizes of produced clusters; the aver-

age cluster size for SMETANA alignments is 4.36, whereas that

of BEAMS alignments is 3.90. An alignment with large cluster

sizes has a better chance in providing larger number of CI. In the

extreme case, simply subdividing the input networks into two

clusters through the maximum cut of the networks provides a

large interaction conservation even leading to 100% conserva-

tion ratio. On the other hand, larger cluster sizes may decrease

the ICQ score, intended to measure the internal cluster quality,

and thus the quality of the overall alignment. This becomes evi-

dent by inspecting the last row of the table that provides the AS

scores of the alignments as defined in Equation (1). For each of

the corresponding values of � used in the AS definition, the

BEAMS alignments provide better results than both IsoRankN

and SMETANA alignments. We note that for SMETANA the

AS score provided in the table is computed under �¼ 0.3 setting.

The rest of the AS scores for SMETANA is 0.42, 0.36, 0.30, 0.24

and for � values is 0.4, 0.5, 0.6, 0.7, respectively. Furthermore, as

noted in Sahraeian and Yoon (2013), simply comparing CI

counts may be misleading, unless the interaction conservations

are among orthologous groups. The next subsection provides a

measure denoted with COI (conserved orthologous interactions),

which takes this fact into account.

3.2 Evaluations based on biological significance

Similar to previous PPI network alignment studies, our biolo-

gical significance evaluations are based on the hierarchical Gene

Ontology (GO) categorization, where proteins are annotated

with appropriate GO categories organized as a directed acyclic

graph (Ashburner et al., 2000). To standardize the GO annota-

tions of proteins, similar to the evaluation methods of Aladağ

and Erten (2013), Liao et al. (2009) and Singh et al. (2008), we

restrict the protein annotations to level five of the GO directed

acyclic graph by ignoring the higher-level annotations and repla-

cing the deeper-level category annotations with their ancestors at

the restricted level. The protein annotations are used to measure

the consistency of generated clusters. A cluster is annotated if at

least two of its proteins are annotated by some GO categories.

Table 1. Analysis of output clusters

BEAMS IsoRankN SMETANA

�¼ 0.3 �¼ 0.4 �¼ 0.5 �¼ 0.6 �¼ 0.7 �¼ 0.3 �¼ 0.4 �¼ 0.5 �¼ 0.6 �¼ 0.7

c¼ 2 7251 7238 7242 7249 7245 0 0 0 0 0 6104

20540 20359 20 419 20 399 20 392 0 0 0 0 0 14 956

c¼ 3 3259 3261 3277 3280 3277 4717 4716 4708 4714 4699 2808

12089 12187 12 259 12 286 12 204 15 891 15860 15827 15 859 15 807 10 941

c¼ 4 3281 3287 3283 3286 3291 3058 3052 3036 3035 3040 3180

16254 16353 16 311 16 322 16 450 14 651 14611 14540 14 533 14 550 18 189

c¼ 5 2090 2092 2081 2081 2074 2099 2101 2104 2084 2083 2412

13117 13094 13 012 12 978 12 940 12 834 12844 12868 12 718 12 697 19 158

Total coverage 15881 15878 15 883 15 896 15 887 9874 9869 9848 9833 9822 14 504

62000 61993 62 001 61 985 61 986 43 376 43315 43235 43 110 43 054 63 244

Interactions 7060 7286 7425 7317 7407 5978 5956 6024 5653 5766 13 498

114 889 114 919 114 323 114 839 114306 109364 108 778 108 374 107 310 106 642 122450

6.15% 6.34% 6.49% 6.37% 6.48% 5.47% 5.48% 5.56% 5.27% 5.41% 11.02%

AS 0.5261 0.4560 0.3860 0.3153 0.2455 0.3970 0.3447 0.2932 0.2400 0.1882 0.4766

Note: For the first five multirows of the table, the top row corresponds to the number of generated clusters and the bottom row provides the total number of proteins in the

output clusters. The first four multirows provide results for the instances of c¼ 2,3,4,5, respectively, where c denotes the number of networks in the clusters under consid-

eration. In each row, highest value is shown in bold.
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An annotated cluster is considered consistent if all of its proteins

share at least one common standard GO annotation. The con-

sistency evaluations of the BEAMS, IsoRankN and SMETANA

alignments are provided in the first five multirows of Table 2.

The top row in each of these multirows indicates the number of

annotated clusters, the middle row provides the number of con-

sistent clusters and finally the bottom row indicates the ratio of

consistent clusters to annotated clusters. This ratio is called spe-

cificity in some previous alignment studies (Sahraeian and Yoon,

2012). Considering the complete set of annotated clusters, it is

clear that the BEAMS alignments outperform those of

IsoRankN and SMETANA in terms of the number of consistent

clusters. Furthermore, the aligned clusters of BEAMS are more

specific than those produced by IsoRankN and SMETANA.
To measure how sensitive the provided alignment results are,

we use the sensitivity definition as in Flannick et al. (2009).

Analogous to that definition, for a given GO category, let its

closest cluster denote the cluster that contains the maximum

number of proteins annotated with this GO category. The sen-

sitivity of an alignment is then defined as the average, over all

GO categories, of the fraction of aligned nodes annotated with a

GO category that are also in its closest cluster. Correct nodes,

another measure that reflects sensitivity of an alignment

(Sahraeian and Yoon, 2012), are defined as the total number

of annotated proteins in all the consistent clusters. In the corres-

ponding multirow, the top provides this number, whereas the

bottom provides the ratio of correct nodes to the number of

annotated nodes in the alignment. Additionally, we provide an

alternative metric to measure the correct nodes of an alignment

relative to an alternative alignment. An RCNC1 value shown

under a BEAMS column provides the number of annotated

proteins in consistent clusters in a BEAMS alignment and in

inconsistent clusters in an IsoRankN alignment under the same

� settings. The RCNC1 value under an IsoRankN column pro-

vides the exact opposite. Similarly, RCNC2 measures analogous

relative correct node counts between BEAMS and SMETANA

alignments. We note that for SMETANA the RCNC2 score

provided in the table is relative to the BEAMS alignment with

�¼ 0.3 setting. The rest of the scores for SMETANA relative to

the BEAMS alignments with �¼ 0.4, 0.5, 0.6, 0.7 settings are

5330, 5332, 5400 and 5367, respectively. The BEAMS alignments

provide much better sensitivity, correct node counts and relative

correct node counts than those of IsoRankN and SMETANA.

Mean normalized entropy (MNE) is another consistency evalu-

ation metric used in previous studies (Liao et al., 2009; Sahraeian

and Yoon, 2012). The normalized entropy of an annotated cluster

Table 2. Biological significance evaluations

BEAMS IsoRankN SMETANA

�¼ 0.3 �¼ 0.4 �¼ 0.5 �¼ 0.6 �¼ 0.7 �¼ 0.3 �¼ 0.4 �¼ 0.5 �¼ 0.6 �¼ 0.7

c¼ 2 2150 2143 2147 2139 2132 0 0 0 0 0 1593

1997 1992 1997 1992 1985 0 0 0 0 0 1489

92.9% 93.0% 93.0% 93.1% 93.1% – – – – – 93.5%

c¼ 3 1791 1787 1792 1786 1784 2523 2516 2524 2528 2524 1497

1478 1469 1479 1468 1466 1926 1924 1938 1944 1943 1179

82.5% 82.2% 82.5% 82.2% 82.2% 76.3% 76.5% 76.8% 76.9% 77.0% 78.8%

c¼ 4 2497 2503 2499 2503 2517 2275 2272 2253 2252 2255 2208

1843 1852 1840 1842 1853 1616 1613 1608 1606 1601 1436

73.8% 74.0% 73.6% 73.6% 73.6% 71.0% 71.0% 71.4% 71.3% 71.0% 65.0%

c¼ 5 1971 1974 1961 1962 1954 1958 1960 1963 1941 1943 2233

1375 1382 1384 1382 1371 1309 1308 1305 1293 1298 1346

69.8% 70.0% 70.6% 70.4% 70.2% 66.9% 66.7% 66.5% 66.6% 66.8% 60.3%

Total 8409 8407 8399 8390 8387 6756 6748 6740 6721 6722 7531

6693 6695 6700 6684 6675 4851 4845 4851 4843 4842 5450

79.59 79.64 79.77 79.67 79.59 71.8 71.8 71.97 72.06 72.03 72.37

Sensitivity 0.3780 0.3784 0.3791 0.3771 0.3783 0.3203 0.3203 0.3199 0.3189 0.3198 0.3606

Correct nodes 22 231 22 258 22 304 22 234 22 218 16 350 16 333 16334 16315 16301 20227

71.1% 71.2% 71.4% 71.2% 71.1% 67.2% 67.1% 67.3% 67.3% 67.3% 64.1%

RCNC1 11 397 11 430 11 425 11 370 11 406 3382 3330 3310 3377 3350 –

RCNC2 6979 7036 7056 6966 6949 – – – – – 5325

MNE 1.2881 1.2908 1.2902 1.2909 1.2899 1.4685 1.4679 1.4672 1.4682 1.4672 1.3943

NGOC 0.3093 0.3075 0.3086 0.3097 0.3096 0.2413 0.2410 0.2424 0.2427 0.2422 0.2471

COI 3331 3541 3590 3469 3491 2374 2350 2359 2294 2335 2694

Note: For the first five multirows, the top row indicates the number of annotated clusters, the middle row provides the number of consistent clusters and the bottom row

indicates the ratio of consistent clusters to annotated clusters. The c values are the same as those in Table 1. In each row, best performance is shown in bold.
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Clx is defined as NEðClxÞ ¼ �
1

log d�
Pd

i¼1 pi � log pi, where pi is

the fraction of proteins in Clx with the annotation GOi, and d

represents the number of different GO annotations in Clx. For

MNE the sum of these values are averaged over the total number
of annotated clusters. Lower MNE values indicate better consist-

ency. Yet another consistency evaluation metric is GO consistency

(GOC) defined in Aladağ and Erten (2013). Because GOC is
defined for the one-to-one alignment of a pair of networks, we

extend the definition to many-to-many alignments of multiple

networks by normalizing the score. For an annotated cluster

Clx, let GOintðClxÞ and GOuniðClxÞ indicate, respectively, the inter-
section set of GO annotations of proteins in Clx and the union set

of GO annotations of all the proteins in Clx. The normalized

GOC score, nGOC, is defined as the weighted mean of
jGOintj=jGOunij over all annotated clusters, where the weight of

each cluster is the number of annotated proteins it contains. In

terms of better consistency larger nGOC values are desirable.

With respect to both metrics, MNE and nGOC, the BEAMS
algorithm clearly outperforms both IsoRankN and SMETANA.

Finally, as was noted at the end of the previous subsection, the
CI score by itself may not be a proper measure. It is important to

detect whether the provided interaction conservations are spuri-

ous or do actually correspond to real CI between orthologous
nodes. Similar to Sahraeian and Yoon (2013), we use the COI

measure for this purpose. For a given alignment, it represents

the number of CI between consistent clusters. The COI scores of

IsoRankN and SMETANA are somewhat similar, whereas
BEAMS provides a noticeably large score. BEAMS provides

almost 1000 more CI between orthologous clusters than

IsoRankN and SMETANA. The COI/CI ratios may provide a
good clue as to the success of SMETANA in achieving large CI

score discussed in the previous subsection. The ratio is 48% for

BEAMS, whereas it is as low as 20% for SMETANA. This

indicates that SMETANA aggressively conserves interactions
at the expense of possible spurious conservation between non-

orthologous nodes.
In addition to these evaluation metrics, intended to measure

biological significance of output alignments, we also provide a

specific clustering instance resulting from the alignments of

BEAMS, IsoRankN and SMETANA on the same dataset.
Owing to space requirements details regarding a discussion of

this alignment instance are provided in the Supplementary

Document.

3.3 Running time requirements

Let V denote the set of nodes in all the PPI networks, �max

denote the maximum degree of any node in any of the input
PPI networks and finally let � denote the maximum degree in

S�. With the reasonable assumptions that �max ¼ Oð�Þ and

jVj ¼ Oð�kÞ, the running time of BEAMS is bounded by

OðV2�kþ1Þ. A formal running time analysis of the algorithm
can be found in the Supplementary Document. An important

advantage of BEAMS and SMETANA over IsoRankN is their

superb execution speed. For the IsoBase data experiments of this
section, IsoRankN required almost 40 h for execution comple-

tion on average. The time requirements of BEAMS and

SMETANA were similar. Both required almost half an

hour for completion under the same computational settings.

Furthermore, the memory requirements of BEAMS is much

better than those of SMETANA; the former requiring 2.5 Gb

for the experiments on the IsoBase data, whereas the latter

required almost 4.5 Gb on the same input. Details of all the

required CPU times can be found in the Supplementary

Document.

4 CONCLUSION

We provided a combinatorial optimization formulation for the

global many-to-many alignment of multiple PPI networks. We

showed that the problem is computationally intractable. Based

on the general seed-and-extend framework, we then provided a

novel heuristic, BEAMS for the problem. We compared the

BEAMS algorithm against two popular state-of-the-art algo-

rithms, IsoRankN and SMETANA. Using the network data of

IsoBase, we showed that BEAMS outperforms both algorithms

with regards to several biological significance metrics proposed

in literature. We note that in addition to the many-to-many

version of the network alignment problem, versions including

one-to-one and one-to-many have also been studied previously.

Owing to lack of standard criteria for evaluations of alignments

produced by different versions, it was out of the scope of the

current article to compare BEAMS against those algorithms

proposed for one-to-one or one-to-many alignments. Further

studies involving the design of evaluation criteria for various

alignment problem versions would enhance our understanding

of comparative biological network analysis.
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