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Joint Detection of Primary Systems Using UWB Impulse Radios
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Abstract—Regulation in Europe and Japan requires the imple-
mentation of detect-and-avoid (DAA) techniques in some bands
for the coexistence of licensed primary systems and secondary
ultra wideband (UWB) systems. In a typical coexistence scenario,
a primary system may have potentially interdependent uplink-
downlink communication channels (e.g., simultaneous uplink-
downlink communications in a frequency division duplex system)
overlapping with the frequency band of a UWB system. If such
interdependencies of primary systems’ activities are known, the
UWB system’s ability to detect primary systems can be improved.
In this study, we are interested in determining the possible gains
in the detection performance when taking interdependencies
into account for practically implementable detection methods.
Contrary to selecting the detection thresholds individually for
each band as in a conventional detection approach, the bands
are jointly processed. To this end, maximum a posteriori (MAP)
decision variables are generated at the receiver, and bias terms
are introduced to achieve a desired trade-off between the prob-
abilities of detection and false alarm. In addition to finding the
optimal detection results based on the Neyman-Pearson (NP)
test, a suboptimal but practically implementable approach is also
considered, and the gain compared to conventional independent
detection is quantified for various practical scenarios. The results
obtained from this study can be used for improving the primary
system detection performance of UWB systems, as well as for
cognitive radios that perform spectrum sensing in multiple bands.

Index Terms—Ultra wideband (UWB) systems, detect-and-
avoid (DAA), coexistence, spectrum sensing, joint detection,
cognitive radios.

I. INTRODUCTION

DESPITE the low transmission power of underlay ultra
wideband (UWB) systems [1], regulatory agencies in Eu-

rope and Japan have made the implementation of detect-and-
avoid (DAA) techniques mandatory in some bands to avoid
interference to existing systems [2]. In any DAA technique,
the first step is spectrum sensing, which has been widely
explored in the context of cognitive radios [3] – [5]. Recently,
there have been spectrum sensing studies for low-rate UWB
impulse radios (UWB-IRs) for DAA purposes [6], [7]. The
common characteristics of the methods in [3] – [7] are the
detection of a primary system in a single frequency band and
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the improvement of the detection performance via cooperative
techniques. While cooperative techniques are necessary to
achieve a high level of signal detection reliability, signal
detection in a single frequency band should be extended to
multiple frequency bands if multiple bands are occupied by
licensed systems within the bandwidth of a UWB system.

The literature on energy detection in multiple frequency
bands is rather limited compared to energy detection in a
single band. In [8], we studied the energy detection of multiple
primary systems operating in the same frequency band as
UWB-IRs, where each system was assumed to access the
channel independently. In [9], multiband joint detection for
cognitive radios was considered, where the aggregate oppor-
tunistic throughput was maximized. The common assumption
in [8] and [9] is that the primary systems in different bands are
independent. However, in some practical scenarios the licensed
systems in different bands may be dependent. For example, the
presence of an active uplink could possibly mean there is also
an active downlink.

In this study, the primary system detection performance of
UWB-IR systems is investigated assuming that the primary
systems are potentially dependent (e.g., frequency division
duplex (FDD) uplink-downlink communications, etc.). To the
best of our knowledge, we are the first to consider interde-
pendencies between primary systems’ activities in multiband
spectrum sensing problems. We are particularly interested
in (i) determining possible gains in detection performance
when taking interdependencies into account, and (ii) employ-
ing practical methods for implementation. To this end, we
consider processing the bands jointly based on the maximum
a posteriori (MAP) decision rule and compare the detection
performance with conventional independent detection. For
joint detection, the optimum detection results are obtained
based on the Neyman-Pearson (NP) test. Also, a suboptimal
but practically implementable approach with near-optimum
performance is proposed. The detection gains are quantified in
terms of the primary system interdependence, signal-to-noise-
ratio (SNR), and energy integration time in each band for
practical scenarios.

The rest of the paper is organized as follows. In Section II,
the system model is presented. In Section III, the joint
detection method based on MAP detection is introduced. In
Section IV, numerical results are presented, and concluding
remarks are given in Section V.

II. SYSTEM MODEL

We initially consider the general case of𝑀 primary systems
coexisting with a UWB-IR system in the same frequency band.
Later on, we will focus on the practically relevant case of
detection of an FDD uplink-downlink system.

1536-1276/11$25.00 c⃝ 2011 IEEE
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A. UWB-IR Receiver Model

It is assumed that the UWB-IR system has prior knowledge
of the carrier frequencies and transmission bandwidths of the
primary systems, and an ideal zonal bandpass filter, ℎ𝑍𝐹,𝑚(𝑡),
centered at 𝑓𝑚 and with bandwidth 𝑊𝑚, is employed be-
fore energy detection is performed. Accordingly, the signal
received in the 𝑚th frequency band after filtering is given by

𝑟𝑚(𝑡) = 𝐴𝑚 𝑒
𝑗𝜃𝑚 𝑠𝑚(𝑡− 𝜏𝑚) + 𝑛𝑚(𝑡), 1 ≤ 𝑚 ≤𝑀, (1)

where 𝑠𝑚(𝑡) is the primary signal passing through a channel1

with amplitude 𝐴𝑚 and phase 𝜃𝑚 uniformly distributed over
[0, 2𝜋) [8], 𝜏𝑚 is the timing offset between the two systems,
and 𝑛𝑚(𝑡) is band-limited additive white Gaussian noise
(AWGN) with variance 𝜎2𝑛𝑚

= 𝑁0𝑊𝑚. Using a square-law
detector and normalizing the output with the two-sided noise
power spectral density 𝑁0/2, the decision variable for the𝑚th
system can be obtained as 𝑑𝑚 = 2

𝑁0

∫ 𝑇𝑚

0 ∣𝑟𝑚(𝑡)∣2 𝑑𝑡, where
𝑇𝑚 is the integration time for the 𝑚th system and ∣ ⋅ ∣ is
the absolute value operator. Adopting the sampling theorem
approximation used for bandpass signals in [3], the decision
variable can be approximated as

𝑑𝑚 ≈ 1

𝑁0𝑊𝑚

𝑇𝑚𝑊𝑚∑
𝑖=1

[
(𝐴𝑐𝑠𝑐𝑖 − 𝐴𝑠𝑠𝑠𝑖 + 𝑛𝑐𝑖)

2

+(𝐴𝑐𝑠𝑠𝑖 +𝐴𝑠𝑠𝑐𝑖 + 𝑛𝑠𝑖)
2
]
, (2)

where 𝑠𝑐𝑖 and 𝑛𝑐𝑖 (𝑠𝑠𝑖 and 𝑛𝑠𝑖) are the in-phase (quadrature)
components of 𝑠𝑚(𝑡− 𝜏𝑚) and 𝑛𝑚(𝑡) sampled at the Nyquist
rate, 𝐴𝑐 = 𝐴𝑚 cos 𝜃𝑚, and 𝐴𝑠 = 𝐴𝑚 sin 𝜃𝑚.

B. Hypotheses and Performance Measures

We now define two hypotheses, 𝐻0,𝑚 and 𝐻1,𝑚, corre-
sponding to the absence and presence of the signal of the 𝑚th
primary system as

𝐻0,𝑚 : 𝑟𝑚(𝑡) = 𝑛𝑚(𝑡) (3)

𝐻1,𝑚 : 𝑟𝑚(𝑡) = 𝐴𝑚 𝑒
𝑗𝜃𝑚 𝑠𝑚(𝑡− 𝜏𝑚) + 𝑛𝑚(𝑡). (4)

Under 𝐻0,𝑚, it can be shown based on (2) that 𝑑𝑚 has a 𝜒2

distribution with 𝑁𝑚 = 2𝑇𝑚𝑊𝑚 degrees of freedom (DOF)

and variance 𝜎2𝑚 =
𝜎2
𝑛𝑚

𝑁0𝑊𝑚
= 1. Under 𝐻1,𝑚, based on

the central limit theorem, the samples of a primary signal
given in (2) for a large number of subcarriers 𝐾 sampled
at the Nyquist rate can be approximated as independent and
identically distributed (i.i.d.) zero mean Gaussian random
variables. Accordingly, when the primary system is active, 𝑑𝑚
has a 𝜒2 distribution with 𝑁𝑚 = 2𝑇𝑚𝑊𝑚 DOF and variance
𝜎2𝑚 = 𝛾𝑚 + 1, where 𝛾𝑚 =

𝐴2
𝑚𝜎2

𝑠

𝑁0𝑊𝑚
is the SNR, 𝜎2𝑠 is the

variance of the primary signal samples, and the term “1” is due
to the normalized noise samples. Thus, the probability density
function (pdf) of 𝑑𝑚 for either hypothesis can be expressed as

𝑓
𝐷𝑚

(𝑑𝑚) =
1

𝜎𝑁𝑚
𝑚 2𝑁𝑚/2 Γ(𝑁𝑚/2)

𝑑𝑁𝑚/2−1
𝑚 𝑒−𝑑𝑚/2𝜎2

𝑚 , (5)

where Γ(𝑎, 𝑏) =
∫∞
𝑏 𝑒−𝑡𝑡𝑎−1𝑑𝑡 is the upper incomplete

Gamma function and Γ(𝑎) = Γ(𝑎, 0) is the Gamma function

1We note that the assumption of a frequency nonselective channel is not
critical for our studies.

[10]. To decide on the absence or presence of the𝑚th primary
system, the UWB-IR receiver compares the decision variable
𝑑𝑚 to a pre-selected threshold value 𝜆𝑚 in order to take
an action. The performance measures, probability of false
alarm and probability of detection, for the 𝑚th system can
be expressed as

𝑃𝑓,𝑚=Pr[𝑑𝑚>𝜆𝑚∣𝐻0,𝑚] and 𝑃𝑑,𝑚=Pr[𝑑𝑚>𝜆𝑚∣𝐻1,𝑚], (6)

respectively. Based on (5) both probabilities can be obtained
as

𝑃𝑥,𝑚 = 𝑄

(
𝑁𝑚

2
,
𝜆𝑚
2𝜎2𝑚

)
=

Γ
(

𝑁𝑚

2 ,
𝜆𝑚

2𝜎2
𝑚

)
Γ
(
𝑁𝑚

2

) , 𝑥 ∈ {𝑓, 𝑑}, (7)

with the corresponding 𝜎2𝑚 values for 𝐻0,𝑚 and 𝐻1,𝑚,
where 𝑄(𝑎, 𝑏) is the regularized upper incomplete Gamma
function [10]. By adjusting the threshold value 𝜆𝑚, desired
(𝑃𝑓,𝑚, 𝑃𝑑,𝑚)-pairs can be obtained for given 𝜎2𝑚 and 𝑁𝑚

values.

C. Hypotheses for Multiple Systems

In the presence of multiple systems, the hypotheses have to
be redefined. Initially, the set of hypotheses for 𝑀 systems is
defined as H =

{[
𝐻𝑥𝑀 ,𝑀 , . . . , 𝐻𝑥2,2, 𝐻𝑥1,1

] ∣𝑥𝑚 ∈ {0, 1}
}

with 2𝑀 possible hypothesis vectors. We then define H0 ∈ H,
where 𝑥𝑚 = 0, ∀𝑚, for the case when no primary system is
active, and H1 ∈ H for the remaining 2𝑀 − 1 cases when
at least one system is active. This means that the UWB-IR
system can safely transmit when H0 holds, and has to take
precautions in the case of H1. We further define H1,𝑖, 1 ≤
𝑖 ≤ 2𝑀 − 1, where

(𝑖)10 = (𝑥𝑀 ⋅ ⋅ ⋅ 𝑥2 𝑥1)2, (8)

(⋅)𝑛 is the logarithmic base 𝑛 (e.g., (3)10 = (1 1)2 when𝑀 =
2), {𝑥𝑚, ∀𝑚} refer to the subscripts of {𝐻𝑥𝑚,𝑚}, and H1 =∪2𝑀−1

𝑖=1 H1,𝑖.

D. Joint System Activity Values

We now introduce the joint system activity values p =
[𝑝0 𝑝1 . . . 𝑝𝑖 . . . 𝑝

2𝑀−1
], which provide information about

the interdependencies of the primary systems. We define
𝑝0 = Pr

[
H0

]
as the probability that no primary system is

active, and 𝑝𝑖 = Pr
[
H1,𝑖

]
, 1 ≤ 𝑖 ≤ 2𝑀 − 1, as the probability

that H1,𝑖 holds,2 where
∑2𝑀−1

𝑖=0 𝑝𝑖 = 1. For the special
case of an FDD uplink-downlink communication system (i.e.,
𝑀 = 2), the system is inactive if both links are inactive. On
the other hand, if either link or both of the links are active,
then the system is active. In Section IV, the effect of the values
of {𝑝𝑖} on the detection performance will be elaborated on.

In the following, we will focus on the case𝑀 = 2, which is
relevant e.g. in an uplink-downlink scenario. While the study
can be extended to 𝑀 > 2, an increase in 𝑀 will render
the processing of the decision variables mathematically more
complicated. As will be seen, the probability of false alarm
and detection expressions are not trivial even for 𝑀 = 2,

2Accordingly, the corresponding active and inactive systems can be deter-
mined using the subscript of 𝑝𝑖 in (8).
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and can only be evaluated using numerical integration. Hence,
for 𝑀 > 2 there will be possibly more interdependent links
and determining the optimum detection values will be much
more challenging. Therefore, in this study we only consider
the practical case of 𝑀 = 2, and leave the case 𝑀 > 2 as a
subject for further investigation.

III. JOINT DETECTION

For detection of the primary system, it is assumed that the
systems’ joint activity values {𝑝𝑖} and the pdfs of the decision
variables {𝑑𝑚} are known a priori. This is a reasonable
assumption as the traffic information of the primary systems
may be available to secondary users, and the SNR of the
primary signals can be estimated at the UWB receiver. Since
{𝑝𝑖} and {𝑑𝑚} are known, the MAP decision rule can be
employed for joint detection. Accordingly, the hypothesis can
be estimated by finding the maximum of the MAP decision
metrics as

�̂� = arg max
𝑖∈{0,1,2,3}

𝑃𝑀𝑖

Ĥ = H0 if �̂� = 0; Ĥ = H1 if �̂� = {1, 2, 3} (9)

where 𝑃𝑀𝑖 = 𝑏𝑖𝑝𝑖𝑓𝐷1,𝐷2∣H1,𝑖

(
𝑑1, 𝑑2

)
, {𝑖 = 1, 2, 3}, 𝑃𝑀0 =

𝑏0𝑝0𝑓𝐷1,𝐷2∣H0

(
𝑑1, 𝑑2

)
, {𝑏𝑖 ∣ 𝑖 = 0, 1, 2, 3} are intentionally

introduced bias terms that are used to achieve a desired trade-
off between the probabilities of detection and false alarm,
and 𝑓

𝐷1,𝐷2∣H0

(
𝑑1, 𝑑2

)
and 𝑓

𝐷1,𝐷2∣H1,𝑖

(
𝑑1, 𝑑2

)
are the joint

pdfs of the decision variables 𝑑1 and 𝑑2 conditioned on
the corresponding hypothesis, respectively. Since the decision
variables are obtained from non-overlapping frequency bands,
the pdfs of the variables are independent. Hence, the decision
metrics, {𝑃𝑀𝑖 ∣𝑖 = 0, 1, 2, 3} simplify to

𝑃𝑀𝑖 = 𝑏𝑖 𝑝𝑖𝐶

2∏
𝑚=1

exp
(

−𝑑𝑚

2(𝛾𝑚+1)𝑥𝑚

)
(𝛾𝑚 + 1)𝑥𝑚𝑁𝑚/2

(10)

where 𝐶 =
∏2

𝑚=1
𝑑𝑁𝑚/2−1
𝑚

2𝑁𝑚/2Γ(𝑁𝑚/2)
is a common term for

all 𝑃𝑀𝑖. Based on (9), the probabilities of false alarm and
detection can be defined, respectively, as

𝑃𝑓 = 1− Pr

[
3∩

𝑖=1

(
𝑃𝑀0 > 𝑃𝑀𝑖

)∣∣H0

]
(11)

𝑃𝑑 = 1−
3∑

𝑖=1

𝑝𝑖
1− 𝑝0 Pr

⎡
⎣ 3∩
𝑗=1

(
𝑃𝑀0 > 𝑃𝑀𝑗

)∣∣H1,𝑖

⎤
⎦.(12)

By substituting (10) into the comparison term {𝑃𝑀0 >
𝑃𝑀𝑖}, (11) and (12) can be simplified to

𝑃𝑓 = 1− 𝑃𝜆3 ∣𝜆1,𝜆2,H0

[
2∏

𝑚=1

(1 − 𝑃𝑓,𝑚)

]
(13)

𝑃𝑑 = 1−
3∑

𝑖=1

𝑝𝑖
1− 𝑝0 𝑃𝜆3 ∣𝜆1,𝜆2,H1,𝑖

⋅
[

2∏
𝑚=1

(1−𝑃𝑑,𝑚)𝑥𝑚(1−𝑃𝑓,𝑚)(1−𝑥𝑚)

]
(14)

where 𝑃𝜆3 ∣𝜆1,𝜆2,H𝑥
, {𝑥 = 0} or {𝑥 = 1, 𝑖}, is the conditional

probability term obtained as

𝑃𝜆3 ∣𝜆1,𝜆2,H𝑥
= Pr

[
2∑

𝑚=1

𝑑𝑚𝑎𝑚<𝜆3

∣∣∣𝑑1<𝜆1, 𝑑2<𝜆2,H𝑥

]
(15)

with 𝜆𝑚 =
[
𝑁𝑚

2 ln
(
𝛾𝑚 + 1

)
+ ln

(
𝑝0

𝑝𝑚

)
+ ln

(
𝑏0
𝑏𝑚

)]/
𝑎𝑚

and 𝑎𝑚 = 𝛾𝑚

2(𝛾𝑚+1) for 𝑚 = {1, 2}, and the threshold

𝜆3 =
[∑2

𝑚=1
𝑁𝑚

2 ln
(
𝛾𝑚 + 1

)
+ ln

(
𝑝0

𝑝3

)
+ ln

(
𝑏0
𝑏3

)]
. The

conditional probability term depends on the value of 𝜆3 and
can be expressed as

𝑃𝜆3 ∣𝜆1,𝜆2,H𝑥
=

∫ 𝜆3/𝑎1

0

𝑓
𝐷1

(𝑑1)

∫ − 𝑎1
𝑎2

𝑑1+
𝜆3
𝑎2

0

𝑓
𝐷2

(𝑑2) d𝑑2 d𝑑1

−
∫ 𝜆3/𝑎1

𝜆1

𝑓
𝐷1
(𝑑1)

∫ − 𝑎1
𝑎2

𝑑1+
𝜆3
𝑎2

0

𝑓
𝐷2
(𝑑2) d𝑑2 d𝑑1−

∫ 𝜆3/𝑎2

𝜆2

𝑓
𝐷2
(𝑑2)

∫ − 𝑎2
𝑎1

𝑑2+
𝜆3
𝑎1

0

𝑓
𝐷1
(𝑑1) d𝑑1 d𝑑2

= 𝐴1 −𝐴2 −𝐴3 . (16)

Each term can be simplified and computed using numerical
integration as

𝐴1=

∫ 𝜆3/𝑎1

0

𝑓
𝐷1

(𝑑1)

[
1−𝑄

(
𝑁2

2
,
(
− 𝑎1
𝑎2
𝑑1 +

𝜆3
𝑎2

)/
𝜎22

)]
d𝑑1 (17)

𝐴3=

∫ 𝜆3/𝑎2

𝜆2

𝑓
𝐷2

(𝑑2)

[
1−𝑄

(
𝑁1

2
,
(
− 𝑎2
𝑎1
𝑑2 +

𝜆3
𝑎1

)/
𝜎21

)]
d𝑑2 (18)

where term 𝐴2 is the same as 𝐴1 but with the integration
interval changed from [0, 𝜆3

𝑎1
] to [𝜆1,

𝜆3

𝑎1
]. Note that depending

on the values of {𝜆1, 𝜆2, 𝜆3}, the integration intervals of 𝐴2

and 𝐴3 may not exist, hence, 𝐴2 and 𝐴3 may be equal to 0.
Consider the probabilities of false alarm and detection

given in (13) and (14). If the conditional probability terms
{𝑃𝜆3 ∣𝜆1,𝜆2,H𝑥

} are equal to unity, then the expressions sim-
plify to the conventional probability expressions for indepen-
dent detection. Accordingly, depending on the value of 𝜆3,
both of the values in the (𝑃𝑓 , 𝑃𝑑)-pair obtained from (13)
and (14) will be no less than the values in the (𝑃𝑓 , 𝑃𝑑)-pair
obtained from independent detection. In other words, since
independent detection is a special case of joint detection, the
receiver operating characteristic (ROC) performance of the
latter is superior for properly chosen thresholds. We will now
present two methods to determine the (𝜆1, 𝜆2, 𝜆3)-triplets3 for
joint detection.

A. Optimal Joint Detection

In order to obtain the best detection performance, the NP
test can be used. Accordingly, 𝑃𝑑 can be maximized by
optimizing the threshold values {𝜆1, 𝜆2, 𝜆3} jointly for a target
probability of false alarm 𝑃𝑓 = 𝛼. This can be formulated as

max
𝜆1,𝜆2,𝜆3

𝑃𝑑

𝑠.𝑡. 𝑃𝑓 = 𝛼. (19)

To obtain the (𝜆1, 𝜆2, 𝜆3)-triplet that maximizes the 𝑃𝑑 value
for a target 𝑃𝑓 = 𝛼 value, (6), (7), (13), and (14) should

3Once the (𝜆1, 𝜆2, 𝜆3)-triplets are determined, the bias values {𝑏𝑖} can
be obtained from {𝜆𝑚} given after (15) for the practical implementation of
the MAP decision rule.
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be used in (19). This is achieved by initially finding the
(𝜆1, 𝜆2, 𝜆3)-triplets that satisfy the constraint, then calculating
𝑃𝑑 over the complete set of (𝜆1, 𝜆2, 𝜆3)-triplets, and finally
selecting the (𝜆1, 𝜆2, 𝜆3)-triplet that maximizes the 𝑃𝑑 value.
By letting 𝑃𝑓 = 𝛼 in (13), the 𝜆3-value that satisfies the
conditional probability for given 𝜆1 and 𝜆2 values can be
obtained from

𝑃𝜆3 ∣𝜆1,𝜆2,H0
=

1− 𝛼(
1−𝑄(𝑁1

2 ,
𝜆1

2

)) (
1−𝑄(𝑁2

2 ,
𝜆2

2

)) ≤ 1 . (20)

For every (𝜆1, 𝜆2)-pair, 𝑃𝜆3 ∣𝜆1,𝜆2,H0
given in (16)–(18) is

calculated by varying the 𝜆3-value in order to satisfy (20)
given above. The obtained (𝜆1, 𝜆2, 𝜆3)-triplets that satisfy
the 𝑃𝑓 = 𝛼 constraint are then used in (14) to find the
(𝜆1, 𝜆2, 𝜆3)-triplet that maximizes 𝑃𝑑. The process for finding
the (𝜆1, 𝜆2, 𝜆3)-triplets is computationally complex since the
𝜆3-values are calculated iteratively from 𝑃𝜆3 ∣𝜆1,𝜆2,H0

for
the large set of possible {𝜆1, 𝜆2}-values. Alternatively, we
consider a suboptimal method for joint detection.

B. Suboptimal Joint Detection

The {𝜆𝑚} values given after (15) result from the corre-
sponding {𝑃𝑀0 > 𝑃𝑀𝑚} comparisons for 𝑚 = {1, 2, 3},
and are used in determining the probabilities of false alarm and
detection given in (13) and (14). When 𝑏0 = 𝑏1 = 𝑏2 = 𝑏3,
ln( 𝑏0

𝑏𝑚
) = 0 ∀𝑚 in {𝜆𝑚}, and the MAP detection minimizes

the probability of error; i.e., 𝑃𝑒 = 𝑝0𝑃𝑓 + (1 − 𝑝0)(1 − 𝑃𝑑)
is minimized. On the other hand, depending on the coex-
istence requirements between primary and secondary users,
the probability of false alarm, 𝑃𝑓 , and the probability of
missdetection, 𝑃𝑚𝑑, can be traded off. This is achieved by
varying the bias values {𝑏𝑚} in {𝜆𝑚}. By letting 𝑏1 = 𝑏2 =
𝑏3 = 𝑏, the complementary ROC curve can be generated by
only varying 𝑏 of the bias term ln( 𝑏0𝑏 ) in {𝜆𝑚} ∀𝑚. This
assumption significantly reduces the computational complexity
for obtaining the (𝑃𝑓 , 𝑃𝑑)-pairs compared to the NP test for
joint detection, and yet the detection performance is found
to be very close to that for the NP test based detection. In
Fig. 1, the suboptimal joint detection is numerically evaluated
using (13) and (14) with the condition 𝑏1 = 𝑏2 = 𝑏3 = 𝑏
in {𝜆𝑚}, and verified by simulating the decision metrics in
(10) and evaluating them in (11) and (12) for two differ-
ent sets of system parameters. In addition, suboptimal and
optimal joint detection methods are compared. By letting
𝑃𝑓 = {10−1, 10−2, 10−3, 10−4} possible (𝜆1, 𝜆2, 𝜆3)-triplets
are calculated, and the corresponding 𝑃𝑚𝑑 values obtained
by the NP test and the minimum 𝑃𝑚𝑑 values for each 𝑃𝑓

value are plotted for comparison. It can be observed that
the minimum 𝑃𝑚𝑑 values obtained by the NP test coincide
with the ROC curve of the suboptimal detection. Due to its
simple computation and close-to-optimal performance, we will
adopt the suboptimal joint detection approach for performance
comparison with independent detection in the next section.

IV. NUMERICAL RESULTS

In this section, the gains of joint detection over inde-
pendent detection are evaluated for various scenarios. The
corresponding complementary ROC curves are obtained by
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Fig. 1. Complementary ROC curves of suboptimal and optimal joint detection
for two different sets of system parameters.
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Fig. 2. The effect of system activity values on the detection performances
when 𝑁1 = 𝑁2 = 8 and 𝛾1 = 𝛾2 = 10 dB.

the suboptimal joint detection approach and the optimal NP
test based independent detection.

In Fig. 2, joint and independent detection are compared for
various p values when 𝑁1 = 𝑁2 = 8 and 𝛾1 = 𝛾2 = 10 dB.
The common property of the p values in the legend of Fig. 2
is that they all satisfy Pr

[
H0

]
= 0.90 and Pr

[
H1

]
= 0.10,

i.e., the primary system is active 10% of the time. The case
when p = [0.9 0 0 0.1], where the uplink and downlink are
fully dependent, serves as a benchmark for the detection gain
of joint detection over independent detection. Accordingly, it
is observed that the detection gain of joint detection decreases
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Fig. 3. The effect of the integration time on the detection performances
when 𝛾1 = 𝛾2 = 10 dB is fixed and 𝑁1 = 𝑁2 = {4, 8, 16} for two sets of
system activity values.

with decreasing 𝑝3 values for fixed Pr
[
H1

]
= 0.10. It can also

be observed that the detection gain of joint detection is larger
for low values of 𝑃𝑓 .

In Fig. 3, the effect of integration time on the detection
performances is investigated when 𝛾1 = 𝛾2 = 10 dB is
fixed and 𝑁1 = 𝑁2 = {4, 8, 16} for system activity values
p = [0.9 0 0 0.1] and p = [0.9 0.01 0.01 0.08]. The selection
of 𝑁1 = 𝑁2 indicates that both links have the same bandwidth
𝑊1 = 𝑊2 and the same receiver integration times 𝑇1 = 𝑇2.
We can observe from Fig. 3 that the 𝑃𝑚𝑑 of independent
detection is about three times the 𝑃𝑚𝑑 of joint detection at
𝑃𝑓 = 10−4 for 𝑁1 = 𝑁2 = 8 when the links are fully depen-
dent. By doubling the integration time (i.e., 𝑁1 = 𝑁2 = 16),
the performance gain can be increased ten-fold.

In Fig. 4 we consider the detection of a system with si-
multaneous uplink-downlink communications when the uplink
SNR is constant and the downlink SNR is varying. The
complementary ROC curves are plotted when 𝛾2 = 10 dB,
𝛾1 = {0, 5, 10, 15} dB, 𝑁1 = 𝑁2 = 8, and p = [0.9 0 0 0.1].
As expected, both joint and independent detection perfor-
mances improve and the gain of joint detection increases with
𝛾1. When the downlink SNR is very low (i.e., 𝛾1 = 0 dB), the
performance of independent detection over two links becomes
equivalent to the performance of the single-link detection
of the uplink for low 𝑃𝑓 values. On the other hand, the
probability of missdetection for joint detection is about 30%
less compared to the independent detection at 𝑃𝑓 = 10−3

when 𝛾1 = 0 dB. This can be explained by the efficient
processing of decision variables obtained from both links.

We now consider the uplink-downlink scenario when the
UWB-IR is far from the downlink operation (i.e., low SNR)
and there is downloading most of the time (i.e., link with low
SNR is more active). Since the links are not jointly active most
of the time, the performances of independent and joint detec-
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Fig. 4. Complementary ROC curves for simultaneous uplink-downlink
communication when the uplink SNR is constant and the downlink SNR is
varying.
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Fig. 5. The effect of integration time on the detection performances when
downlink with low SNR is more active.

tion are very close, hence, only the results of joint detection are
plotted. In Fig. 5, the effect of integration time on the detection
performance is investigated when 𝛾1 = 5 dB (downlink) and
𝛾2 = 10 dB for various system activity values. For all cases, it
is assumed that Pr

[
H0

]
= 0.90 and Pr

[
H1

]
= 0.10 for a fair

comparison. The case 𝑁1 = 𝑁2 = 8 serves as a benchmark.
When 𝑝1 = 0.08, i.e., only the downlink is active 80% of the
time when the system is active, the performances are the worst
due to the low SNR of the highly active link. When 𝑝1 = 0.04,
the performances improve, and the detection performance is
the best for p = [0.9 0.04 0 0.06], where the links are jointly
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Fig. 6. The effect of imperfect knowledge of the system activity values on
the detection performances for various system parameters.

active most of the time. When the integration time for uplink,
i.e., 𝑁2, is increased, the performances for different activity
values do not change significantly. On the other hand, when
the integration time for downlink is increased, all the per-
formances significantly improve with p = [0.9 0.04 0 0.06]
having the best performance.

Finally, we consider the effect of imperfect knowledge
of the system activity values on the detection performances
in Fig. 6. The estimated system activity values are p̂ =
[𝑝0 𝑝1+𝜖/2 𝑝2+𝜖/2 𝑝3−𝜖], where 𝜖 determines the error.
It is assumed that 𝑁1 = 𝑁2 = 8 for all cases. When there
is simultaneous uplink-downlink communication with equal
SNR, 𝛾1 = 𝛾2 = 10 dB, the joint detection performance
degrades with 𝜖. On the other hand, independent detection
is not affected by 𝜖 due to the symmetry of the links (i.e.,
𝑁1 = 𝑁2 and 𝛾1 = 𝛾2). Joint detection performs at least the
same as independent detection even when the estimation error
is large. When 𝛾1 = 10 dB and 𝛾2 = 5 dB, i.e., the links are
not symmetric anymore, independent detection also degrades.
When the performances are compared, joint detection with
𝜖 = 0.03 still outperforms independent detection with no
estimation error for 𝑃𝑓 values of less than 10−2. When
the system activity values are p = [0.9 0.025 0.025 0.05],

independent and joint detection schemes perform similar with
almost no performance degradation observed for various 𝜖
values.

V. CONCLUSION

In this study, the primary system detection performance of
UWB-IR systems was investigated assuming that the primary
systems are potentially dependent. Contrary to selecting the
detection thresholds individually for each band as in the
conventional detection approach, we considered processing
the bands jointly based on the MAP decision rule. For the

joint detection, both the optimal NP test based detection and
a suboptimal but practically implementable approach were
considered. This study shows that joint detection outperforms
independent detection significantly (i) if the systems are jointly
active most of the time as in simultaneous uplink-downlink
communication, (ii) for the low probability of false alarm
ROC region, and (iii) when the SNR and receiver integration
times in each band are large enough. The results obtained from
this study are important for the improvement of the detection
performance of UWB-IRs and cognitive radios.
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