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Abstract—Estimation of both cascaded and residual self-
interference (RSI) channels and a new training frame structure are
considered for full-duplex (FD) amplify-and-forward (AF) one-way
relay networks with rapidly time-varying individual channels. To
estimate the RSI and the rapidly time-varying cascaded channels,
we propose a new training frame structure in which orthogonal
training blocks are sent by the source node and delivered to the
destination over an FD-AF relay. Exploiting the orthogonality of
the training blocks, we obtain two decoupled training signal models
for the estimation of the RSI and the cascaded channels. We apply
linear minimum mean square error (MMSE) based estimators to
the cascaded channel as well as RSI channel. In order to investigate
the mean square error (MSE) performance of the system, we also
derive the Bayesian Cramer–Rao lower bound. As another perfor-
mance benchmark, we also assess the symbol error rate (SER) per-
formances corresponding to the estimated and the perfect channel
state information available at the receiver side. Computer simula-
tions exhibit the proposed training frame structure and the linear
MMSE estimator MSE and SER performances are shown.

Index Terms—Full duplex, one way relay, self interference, time
varying, channel estimation.

I. INTRODUCTION

E FFICIENT use of the radio spectrum has become more
important because of the ever-increasing demands on the

limited wireless bandwidth. From this perspective, recently, in-
band full-duplex communication radio has gained significant
attention since its spectral efficiency, as a measure of num-
ber of information bits reliably communicated per second per
Hz, doubles that of half-duplex communication radio [1]–[3].
Conventional communication systems operating in half-duplex
radio, transmit and receive in different time slots or over
different frequency bands whereas in-band full-duplex com-
munication systems transceive simultaneously over the same
frequency band. Due to the so-called self-interference (SI) that
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is caused by the fact that a full-duplex transceiver will also
receive its own transmit signal, in-band full-duplex communi-
cation systems have not been used in widespread practice so far.
However, recent achievements in SI cancelation [4], [5] may
allow widespread use of in-band full-duplex which is a suitable
candidate to meet higher spectral efficiency needs of upcom-
ing fifth generation (5G) radio communication systems [6]. SI
cancelation/suppression in full duplex (FD) mode is achieved
by estimating the SI channels [7]–[12]. In FD communication,
residual self interference (RSI) still remains despite the SI can-
celation [1], [5], [8], [13], and RSI channel needs to be es-
timated and canceled at the destination so as to improve the
system performance. Relaying is a key solution especially in
urban environments where strong shadowing effects appear and
very useful for the coverage of the structures in which point-to-
point communication is inadequate such as underground tunnels
and subways. Transmitted signal can be delivered over the re-
lay to the destination by analog or digital transmission methods.
Amplify-and-Forward (AF) is one analog option, whereas in dig-
ital transmission, observations at relay are quantized, encoded,
and transmitted via digital modulation. Accordingly, one of the
most important reasons to prefer the AF relaying is the limited
power consumption at the relay [14], [15].

As mentioned, FD relaying suffers from severe SI and the
cancelation of RSI emerges as a challenging problem. Stud-
ies in the literature investigate the system performance in the
presence of RSI channel with respect to different criteria [13],
[16]–[18]. The study in [13], assuming imperfect channel state
information (CSI), concentrates on spatial domain RSI power
suppression using null-space projection by deploying spatially
separated receive and transmit antenna arrays in the relay with-
out considering the channel estimation problem. Authors in [17]
investigate the error and diversity performances of full-duplex
AF relaying under the effect of RSI. In [18], the authors analyze
the optimal power allocation scheme and the corresponding ca-
pacity limit for the same system setup of [17]. Both works in
[17] and [18] assume a perfect CSI scenario.

Apart from one-way relay network (OWRN) scheme as in
[13], [16]–[18], an FD-AF relaying can be employed in also
two-way relay networks (TWRN) [19]–[23]. In an FD-TWRN,
two source nodes transmit their signals to each other over re-
lay node. References [19], [20] analyze the effect of channel
estimation error and suppression of SI in TWRN. In [21], authors
investigate achievable rates of the FD-AF-TWRN comparing

1053-587X © 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.

Authorized licensed use limited to: ULAKBIM UASL - Kadir Has University. Downloaded on December 20,2020 at 12:22:36 UTC from IEEE Xplore.  Restrictions apply. 

https://orcid.org/0000-0001-5724-0839
https://orcid.org/0000-0001-7195-9321
https://orcid.org/0000-0002-9180-1158
mailto:hsenol@khas.edu.tr
mailto:xiaofen2@asu.edu
mailto:cihan@asu.edu
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with the half duplex (HD) AF TWRN. In [22], instead of purely
suppressing the self-interference, end-to-end performance max-
imization is addressed by jointly optimizing the beamforming
matrix at the MIMO relay as well as the power control at the
sources. Reference [23] focuses on estimation of the individual
channels as well as the RSI channel simultaneously and ana-
lyzes the effects of channel parameters and transmit powers on
the Fisher information.

The FD-AF relay system can be also combined with MIMO
[8], [24], [25]. In the MIMO case, the signal distortion caused
by hardware impediments like the limited dynamic-range of
non-ideal amplifiers, oscillators, ADCs, and DACs has to be
considered [26]–[31] when modeling the RSI channel. However,
with sufficient passive self-interference suppression and analog
cancelation in RF [5], the distortion can be reduced [1] to a
Gaussian model for the RSI channel [22], [32], [33].

In the context of the RSI channel estimation in an FD-AF
relay network, [33] addresses two channel estimation problems
for large scale antenna arrays consisting of one base station,
one relay and a group of users around the relay. These are
cascaded estimation, where only the base station estimates the
cascaded two-hop channel, and individual estimation, where
the base station estimates its respective channel, and the relay
simultaneously estimates both the source-to-relay and SI chan-
nels. The authors conclude that the resulting interference affects
the accuracy of channel estimation significantly. Reference [34]
proposes a maximum likelihood RSI channel estimator and de-
rives the Cramer Rao Lower Bound (CRLB) so as to provide
benchmark for the MSE performance of the estimator. Never-
theless, works in [33], [34], [35] only consider time-invariant
channel scenarios. However, the relay channel is more suscepti-
ble to the time-varying fading as compared to the conventional
point-to-point communication systems, because of the motion
of either the source, the relay or the destination. To the best of
our knowledge, time-varying channel estimation in an FD-AF
relay network has not yet been reported. This open problem
motivates our current work.

Time-varying channels are usually modeled by using the
Gauss-Markov model [36] or basis expansion model (BEM)
[11], [12], [37]–[40]. In Gauss-Markov model, channel vari-
ation is tracked through symbol-by-symbol updating. In the
BEM, time-varying channel variation is represented by a few
basis functions scaled with corresponding basis coefficients.
Thus, time-varying channel estimation becomes possible by
means of estimating only unknown basis coefficients, which are
significantly smaller than the total number of unknown chan-
nel coefficients. The BEMs proposed in [11], [12], [37]–[40]
are Karhunen-Loeve, discrete-prolate spheroidal, complex ex-
ponential and discrete cosine BEMs, respectively. All of these
BEMs except Karhunen-Loeve BEM have an error floor due
to high Doppler spread environments. However, the Karhunen-
Loeve BEM requires prior knowledge of channel statistics. In
addition to these BEMs, [41] proposes the discrete Legen-
dre polynomial (DLP) BEM which models the time-varying
channel very accurately without the knowledge of channel
statistics.

In this work, in contrast to our previous work in [23] and
[34] in which the mobile channels on the source-relay and
relay-destination links are assumed to be time-invariant, we
address the estimation problem of both RSI and time-varying
cascaded channels in an FD-AF-OWRN. We use the discrete
Legendre polynomial [41] which captures the time-varying cas-
caded channel variation by a finite set of parameters to be es-
timated. The RSI channel at the relay results in an end-to-end
inter symbol interference (ISI) channel [16], [23]. Thus, the
resulting ISI channel includes high order powers of RSI chan-
nel. In other words, the observation is nonlinear with respect
to the RSI channel. In order to obtain a linear training signal
model with respect to RSI channel by way of eliminating the
higher powers of RSI channel, we propose a new training frame
structure in which one-sample consecutive orthogonal training
blocks are sent by the source node. By exploiting the orthog-
onality of consecutive training blocks, two decoupled training
signal models are obtained so as to estimate simultaneously the
BEM coefficients of the cascaded channel and the RSI channel.
Thus, after estimation and the equalization, the RSI is can-
celed at the destination node. In order to estimate the BEM
coefficients of the cascaded channel as well as RSI channel, lin-
ear minimum mean square error (MMSE) based estimators are
proposed.

In this paper, our contributions are five-fold:
1) We propose time-varying cascaded channel estimation for

the FD-AF-OWRNs. To the best of our knowledge, time-
varying channel estimation in an FD-AF relay network
has not yet been reported in the literature.

2) Conventionally, BEM is used to represent point-to-point
channels. In this work, we modified and apply the BEM
to the rapidly time varying cascaded channel of the FD-
AF-OWRNs.

3) We express the power scaling factor at the relay analyti-
cally for the FD-AF-OWRNs with time varying individual
channels.

4) A new training structure suitable for FD-AF-OWRNs is
proposed. In the training frame, one-sample consecutive
orthogonal training blocks are sent by the source node.
By exploiting the orthogonality of consecutive training
blocks, two decoupled training signal models are obtained
so as to estimate simultaneously the BEM coefficients of
the cascaded channel and the RSI channel.

5) We derive the Bayesian CRLBs for both the RSI channel
and BEM coefficients of the rapidly time-varying cas-
caded channel.

The rest of the paper is organized as follows: Section II de-
scribes the system model of an FD-AF-OWRN, introduces basis
expansion model to represent the rapidly time-varying cascaded
channel by a few basis functions. Section III provides a new
training frame structure and two decoupled training signal mod-
els so as to estimate simultaneously the BEM coefficients of the
cascaded channel and the RSI channel. Section IV evaluates the
performances of the proposed estimators via computer simula-
tions. Finally, Section V summarizes the main conclusions of
the paper.
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Fig. 1. FD-AF-OWRN with rapidly time-varying channels

II. SYSTEM MODEL

We consider a wireless cooperative communication system in
which the source node S transmits information to the destination
node D with the assistance of the relay node R. In our system, as
seen in Fig. 1, the source and the destination nodes have only one
HD antenna while the relay node has an FD antenna. Because of
limited power consumption, we assume that the relay node does
not perform channel estimation but just amplifies-and-forwards
(AF) its received signal in order to keep the computational com-
plexity as low as possible and to satisfy an average transmit
power constraint. In the HD mode, since the relay node has only
one HD antenna, the source node transmits during the first half of
the transmit interval, and the relay node amplifies-and-forwards
the received symbols during the second half [42]. In contrast, in
our system operating in the FD mode, the relay keeps receiving
the new symbols while amplifying-and-forwarding previously
received symbols and, thus, both the source and the relay nodes
transmit over the entire transmit interval. We assume that there
is one sampling delay between the received and the transmit-
ted signals at the relay node [16]. For notational simplicity, we
call the communication links S → R and R → D as link-1 and
link-2, respectively. Let

{
sl [n], yl [n], hl [n], wl [n]

}2
l=1 denote

the nth discrete time samples of the transmitted signal, received
signal, time-varying flat fading baseband channel and the addi-
tive white Gaussian noise (AWGN) on the lth link, respectively.
A separate pre-stage is assumed to gather the information of the
self-interference channel to perform analog and digital cancela-
tion methods in the next transmission stage [5], [33]. During the
transmission, the self-interference is reduced in RF with analog
cancelation methods until the residual self-interference power
falls in the ADC dynamic range, and then is further suppressed
by digital methods. However, despite these suppression meth-
ods, the RSI is still present at the destination. We assume that
RSI channel is a time-invariant flat fading channel and denote it
by h0 .

The time-varying flat fading individual channels h1 [n] and
h2 [n] are independent from each other and modeled as wide-
sense stationary (WSS) zero-mean complex Gaussian random
processes with variances Ω2

1 and Ω2
2 . Time variations of the

channels are caused by the mobility of the three nodes [43]. As-
suming the Jakes model, the discrete autocorrelation functions
of hl [n]’s are given by

ρl [n− n′] = E
{
hl [n]h∗l [n

′]
}

= Ω2
l J0
(
2πf

D l
Ts(n− n′)

)
, l = 1, 2, (1)

where (·)∗ denotes the complex conjugate operator, J0(·) is the
zeroth-order Bessel function of the first kind, f

D l
is the maximum

(one-sided) Doppler shift and Ts denotes the sampling period.
The power of the signal transmitted by the source is represented
by σ2

s and the variance of the complex valued AWGN on the lth
link is denoted by σ2

l . We also assume that the RSI channel h0
is a zero-mean complex Gaussian with variance Ω2

0 [22], [33].
The received symbol at the nth discrete time at the relay and

the destination nodes are given by

y1 [n] = h1 [n]s1 [n] + h0s2 [n] + w1 [n] (2)

y2 [n] = h2 [n]s2 [n] + w2 [n] , n = 0, 1, . . . , (N − 1), (3)

where transmitted symbols by the source and relay nodes are
s1 [n] and s2 [n] = αy1 [n− 1], respectively, the final observation
of the system at the destination node is y2 [n] andN stands for the
number of samples within one observation interval. The relay
gain α is used to satisfy the average transmit power constraint at
the relay. We will derive a closed-form expression forα in terms
of the average power P , σ2

θ and Ω2
0 in Appendix-B. Substituting

these definitions into (2) and (3), the recursive solution of (2) is
expressed as

y1 [n] =
n∑

�=0

θ�
(
h1 [n− �]s1 [n− �] + w1 [n− �]

)
, (4)

where θ = αh0 . The received symbol at the destination in (3) is
found as follows

y2 [n] = αh2 [n]
n∑

�=1

θ(�−1)h1 [n− �]s1 [n− �] + η[n] , (5)

where the overall additive colored noise term η[n] is defined as

η[n] = αh2 [n]
n∑

�=1

θ(�−1)w1 [n− �])

︸ ︷︷ ︸
colored noise

+w2 [n] . (6)

In (5), we assume distortion of the signal caused by hardware im-
pediments is reduced due to sufficient passive self-interference
suppression and analog cancelation in RF [1]. However, if the
distortion has to be considered, (5) does not change because
the distortion can be incorporated as part of the noise. To be
specific, the distortion from the transmitter and the receiver are
incorporated into the colored noise term and white noise term
of η[n], respectively [29] by modifying the variances of these
terms.

A. Receive Signal Over the Cascaded Channel

The higher powers of θ in (5) occur due to the RSI loop
resulting in inter-block interference as well. Thus, we adopt
a block based transmission with a guard time of the effective
length of RSI loop in which the sources keep silent to prevent
inter-block interference. We use a block-based transmission with
a guard time to avoid inter-block interference [23]. Choosing
guard time of L as the effective length of the RSI loop where
the most of the energy, (e.g., 99.9%), is contained, the received
signal model in (5) after discarding the last L symbols can be
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rewritten as

y2 [n] = αh2 [n]
L∑

�=1

θ(�−1)h1 [n− �]s1 [n− �] + η[n]. (7)

where note that channel terms are
{
αh2 [n]θ(�−1)h1 [n− �]

}L
�=1 .

Basically, the estimation problem of the cascaded mobile radio
channel is to estimate the channel terms

{
h2 [n]h1 [n− �]

}L
�=1 .

However, comparing the speed of change in the terms of θ(�−1)

and h1 [n− �] inside the summation, assuming
{
h1 [n− �]

}L
�=1

terms are almost the same within short discrete time intervalL, it
can be possible to reduce the number of unknown channel terms
that enables computationally efficient mobile radio channel es-
timator. If |θ|�1, it is straightforward to obtain |θ� |/|θ�−1 | �
1 , � = 1, 2, . . . , L that shows how fast

{
θ(�−1)

}L
�=1 terms

change. On the other hand, using (1), we can figure out how
fast the channel terms

{
h1 [n− �]

}L
�=1 change by the autocorre-

lation coefficient of h1 [n− �], ρ1 [1]
∣
∣
Ω2

1 =1 =J0
(
2πf

D 1
Ts
)
, for

one sample discrete time shift, where we note that the zeroth-
order Bessel function of the first kind J0 is less than but very
close to 1 since f

D 1
Ts is very small. Consequently, we conclude

from |θ� |/|θ�−1 |�1 and ρ1 [1]
∣
∣
Ω2

1 =1 =J0
(
2πf

D 1
Ts
)

that θ�

goes to zero very quickly if |θ|�1, whereas h1 [n− �] is almost
constant within the range of 1���L for small L values. So,
we conclude that very rapid changes of {θ(�−1)}L�=1 dominate
slow changes of {h1 [n− �]}L�=1 and we can assume that h1 [n]
is almost constant within short time interval (e.g. L = 2, 3, 4)
in the system setup. Besides, when the channel h1 [n− �] is not
constant, our simulation results in Section-IV also reflect that
this assumption is accurate for the parameters considered. It fol-
lows from (7), the received signal model can be approximated
as

y2 [n] = αh2 [n]
L∑

�=1

θ(�−1)h1 [n− �]s1 [n− �] + η[n]

= αh[n]
L∑

�=1

θ(�−1)s1 [n− �] + η[n], (8)

where h[n] := h2 [n]h̃1 [n] is the so-called time-varying
cascaded channel that represents the overall channel
throughout source-relay-destination and h̃1 [n] ∼= h1 [n− �], � =
1, 2, . . . , L. The autocorrelation of h[n] is determined as

ρ[n− n′] := E{h[n]h∗[n′]}
= E
{
h̃[n]h̃∗1 [n

′]
}
E
{
h2 [n]h∗2 [n

′]
}

= ρ1 [n− n′]ρ2 [n− n′]. (9)

Stacking the time samples, the observation model in (8) can be
written in vector form as

y = αHH̄0s + η

= α diag(H̄0s)h + η, (10)

together with the following additive noise vector definition

η = αH2H0w1 + w2 , (11)

where

y =
[
y2 [0], y2 [1], . . . , y2 [N − 1]

]T

s =
[
s1 [0], s1 [1], . . . , s1 [N − 1]

]T
,

H = diag(h) , h =
[
h[0], h[1], . . . , h[N − 1]

]T

η =
[
η[0], η[1], . . . , η[N − 1]

]T

wl =
[
wl [0], wl [1], . . . , wl [N − 1]

]T
, l = 1, 2,

Hl = diag(hl), hl =
[
hl [0], hl [1], . . . , hl [N − 1]

]T
, l = 1, 2.

(12)

In (11), H0 matrix whose first row entries are all-zero is
an N ×N Toeplitz matrix with the first column vector of[
0, 1, θ1 , θ2 , . . . , θ(N−2)

]T
and H̄0 in (10) is a banded version

of H0 with the powers of θ greater than L being set to zero. An
entry of H0 at pth row and qth column can be given as

[H0 ]p,q =
{
θ(p−q−1) , q < p

0 , otherwise
(13)

where p, q ∈ {1, 2, . . . , N}. From (9), it is straightforward that
the autocorrelation matrix of the non-Gaussian cascaded chan-
nel vector h is given by

Rh = Rh1 � Rh2 (14)

and the overall additive noise vector η in (10) and (11) is zero-
mean non-Gaussian vector with uncorrelated entries. Detailed
derivation of the autocorrelation matrix Rη of η is given in
Appendix-A, where it is shown to be a diagonal matrix. Re-
calling the definitions in (12), it follows from (5) that the vector
form of the observation model with respect to individual channel
vectors h1 and h2 can be written also as

y = Gs + η, (15)

where the channel matrix G is given by

G = αH2H0H1 . (16)

B. Basis Expansion Model (BEM) of the Time-Varying
Cascaded Channel

The performance of the receiver critically depends on the es-
timate of the time-varying cascaded channel vector h ∈ CN and
the RSI channel θ. It seems the estimation of the N + 1 un-
knowns is impossible by means of y ∈ CN since there are more
unknowns to be determined than known equations. In order to
express the time variations of the cascaded channel by a finite
number of parameters, basis expansion model (BEM) can be
applied to approximate the time-varying cascaded channel h[n]
in (8). As the cascaded channel h[n] is essentially a lowpass pro-
cess whose bandwidth is determined by the Doppler frequency,
it can be well approximated by the weighted sum of substan-
tially fewer number D(� N) of orthonormal basis functions
{ψj [n]} in the discrete time interval [0, N − 1] as follows

h[n] ∼=
D−1∑

j=0

cjψj [n] , (17)
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where cj are the expansion coefficients. Similarly, using the
orthogonality property of the basis functions, the expansion
coefficients can be evaluated by the inverse transformation as

cj =
N−1∑

n=0

h[n]ψj [n] . (18)

Thus, the channel and the expansion coefficients can be ex-
pressed in matrix form:

h ∼= Ψc

c = ΨT h, (19)

where h=[h[0], h[1], . . . , h[N − 1]]T , c=[c0 , c1 , . . . , c(D−1)]T

and the transformation matrix Ψ contains the orthonormal basis
vectors as

Ψ = [ψ0 ,ψ1 , . . . ,ψ(D−1) ] ∈ RN×D , (20)

withψj =
[
ψj [0], ψj [1], . . . , ψj [N − 1]

]T
. In (17), the number

of basis functions D is a function of the maximum Doppler
frequency fd of the cascaded channelh[n] and the interval length
NTs . From (19), it is straightforward that the autocorrelation
matrix of the BEM coefficient vector of the cascaded channel is
found as

Rc = ΨT RhΨ ∈ CD×D . (21)

The number of basis coefficients satisfies [41], [44]

2f
D
TsN ≤ D ≤ N, (22)

where fD = fD1 + fD2 , and fD1 and fD2 denote the maxi-
mum (one-sided) Doppler bandwitdh of link-1 and link-2 due
to relative motions between source-relay and relay-destination,
respectively.

In our work, we make use of a BEM, based on the orthonormal
discrete Legendre polynomial (DLP) basis expansion model
(DLP-BEM), to represent the time variations of the channel in
an observation interval. DLP-BEM is well suited to represent the
low-pass equivalent of the Doppler channel by means of a small
number of basis functions. Also, the DLP basis functions have
the advantages of being independent of the channel statistics
and having expansion coefficients that become uncorrelated as
the number of observations N gets larger, as proven in [41].
The Legendre polynomials are generated by carrying out Gram-
Schmidt orthogonalization on the polynomials {1, n, n2 , . . .}
with respect to the time-varying channels in a neighborhood of
the middle point of the considered interval. The orthonormal
Legendre polynomials can be defined as [41]

ψj [n] =
φj [n]

√∑N−1
n=0 φ

2
j [n]

, (23)

where φj [n] denotes discrete orthogonal Legendre polynomial
that can be computed recursively as

φj [n] =
(2j − 1)(N − 1 − 2n)

j(N − j)
φj−1 [n]

− (j − 1)(N + j − 1)
j(N − j)

φj−2 [n], j = 2, 3, . . . , (D −1)

(24)

with the following initial polynomials

φ0 [n] = 1, φ1 [n] = 1 − 2n
N − 1

. (25)

Substituting (19) into (10), the observation model can be written
with respect to the symbol and the BEM coefficient vector as
follows

y = α diag(Ψc)H̄0s + η

= α diag(H̄0s)Ψc + η, (26)

III. TRAINING SIGNAL MODEL AND CHANNEL ESTIMATION

A. Training Signal Model

In this section, in order to estimate the residual self interfer-
ence (RSI) and the rapidly time-varying cascaded channels, we
propose a new training frame structure in which one-sample con-
secutive orthogonal training blocks are sent by the source node
and delivered to the destination over FD-AF relay. Exploiting
the orthogonality of training blocks, we obtain two decoupled
training signal models, each of them for the estimation of the
RSI and the cascaded channels.

Collecting the observations {y2 [nk −m]}L−1
m=0 in (8), we

obtain

yk = α diag(hk )Skθ + ηk , k = 1, 2, . . . ,K, (27)

where

yk =
[
y[nk − (L− 1)], y[nk − (L− 2)], . . . , y[nk ]

]T

hk =
[
h[nk − (L− 1)], h[nk − (L− 2)], . . . , h[nk ]

]T

Sk =
[
sk,1 , sk,2 , . . . , sk,L

]

sk,q =
[
s[nk − (q + L− 1)],

s[nk − (q + L− 2)], . . . , s[nk − q]
]T

θ = [1, θ, . . . , θ(L−1) ]T

ηk =
[
η[nk − (L− 1)], η[nk − (L− 2)], . . . , η[nk ]

]T
,
(28)

k stands for the training block index and the smallest value
of the training time index should satisfy n1 ≥ 2L− 1 since
nk − (q + L− 2) ≥ 0 for k = 1 and q = L. Note that the signal
matrix Sk is a Toeplitz matrix. In the training signal model in
(27), choosing Sk = bA, we arrive at

yk = αb diag(hk )Aθ + ηk , (29)

where b is the unique training symbol, A = [a1 ,a2 , . . . ,aL ] is
an L× L Toeplitz matrix having orthogonal column vectors of
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Euclidean norm
√
L and each entry has unity norm. It is possible

to show many orthogonal matrices having such properties but
in this we use the following orthogonal Toeplitz matrices for
L = 2, 3, 4, respectively,

[
1 1

−1 1

]
,

⎡

⎣
e j2π/3 1 1

1 e j2π/3 1
1 1 e j2π/3

⎤

⎦,

⎡

⎢
⎢
⎣

−1 1 1 1
1 −1 1 1
1 1 −1 1
1 1 1 −1

⎤

⎥
⎥
⎦

(30)
For matrices that have different values of L > 4, one can use
the results in [45], which generates deterministic matrices that
are orthogonal Toeplitz and symmetric. Note that

a†
�yk = αba†

� diag(hk )Aθ + a†
�ηk ,

= αba†
� diag(hk )A−

� θ
−
�

+ αba†
� diag(hk )A+

� θ
+
� + a†

�ηk , (31)

where θ−� = [1, θ, . . . , θ(�−1) ]T , A−
� = [a1 ,a2 , . . . ,a� ]T ,

θ+
� =[θ�, θ(�+1) , . . . , θ(L−1) ]T and A+

� = [a(�+1) ,a(�+2) ,

. . . ,aL ]T and (·)† denotes the conjugate transpose operator.
Because of orthonormality of the vector set {a1 ,a2 , . . . ,

aL} and |θ| � 1, it is clear that |a†
� diag(hk )A−

� θ
−
� | �

|a†
� diag(hk )A+

� θ
+
� |. Therefore, we may incorporate the second

term on the right hand side of (31) or simply omit it. For
simplicity, we prefer to omit this term. It follows from (31) that

a†
�yk = αba†

� diag(hk )A−
� θ

−
� + a†

�ηk , (32)

Keeping in mind that a� � a∗
� = 1L ∀� and using (32), we define

xk = a†
1yk

= αba†
1 diag(hk )a1 + a†

1ηk

= αb1TLhk + a†
1ηk

= αb (1TLΨk )c + a†
1ηk (33)

and

zk = a†
2yk

= αba†
2 diag(hk )a1 + αba†

2 diag(hk )a2 + a†
2ηk

= αb (a2 � a∗
1)

† hk + αb1TL hk θ + a†
2ηk

= αb
(
(a2 � a∗

1)
†Ψk

)
c + αb (1TLΨk )c θ + a†

2ηk , (34)

where the transform matrix Ψk as in (20) is given within kth
training block time interval {nk −m}(L−1)

m=0 by (35) shown at
the bottom of this page.

Stacking the observation vectors in (33) and (34), we arrive at
the following observation models

x = αbΦ1c + ω ∈ CK×1 (36)

and

z = αbΦ2c + αbΦ1cθ + ξ ∈ CK×1 , (37)

where

ω = (IK ⊗ a†
1)ηtr ∈ CK×1

ξ = (IK ⊗ a†
2)ηtr ∈ CK×1

ηtr = [η†
1 ,η

†
2 , . . . ,η

†
K ]† ∈ CKL×1

Φ1 = (IK ⊗ 1TL )Ψtr ∈ CK×D

Φ2 = (IK ⊗ (a2 � a∗
1)

†)Ψtr ∈ CK×D

Ψtr = [Ψ†
1 ,Ψ

†
2 , . . . ,Ψ

†
K ]† ∈ CKL×D . (38)

Here note that the operation ⊗ denotes the Kronecker prod-
uct. As seen from (28) and (38), the additive noise vec-
tor ηtr is obtained by stacking the discrete time samples
{
η[nk − (L− 1)], η[nk − (L− 2)], . . . , η[nk ]

}K
k=1 . So, the au-

tocorrelation matrix of the noise vectors ηtr is defined as the
sub-matrix of the diagonal autocorrelation matrix Rη in (56) as
follows

Rηtr = [Rη]tr , (39)

where, noting that time index starts from zero, [·]tr represents
all entries whose both row and column indices are in the index
set of

{
nk − (L− 2), nk − (L− 3), . . . , nk + 1

}K
k=1 . Toeplitz

matrix Sk in (28) is constructed with (2L− 1) training sig-
nals transmitted within one training block. Accordingly, discrete
time indices

{
nk
}K
k=1 leading to the training blocks are chosen

as equally spaced such that

nk = �(2k − 1)Δ� + k(2L− 1), k = 1, 2, . . . ,K, (40)

where �·� rounds the number to its integer part. The number of
training blocks K should satisfy that

Δ =
N − (2L− 1)K

2K
≥ 0. (41)

and Δ = 0 means that all transmitted signals are considered
as training signals. Accordingly, it is straightforward from (38)
that

Rω = (IK ⊗ a†
1)Rηtr(IK ⊗ a†

1)
† (42)

and

Rξ = (IK ⊗ a†
2)Rηtr(IK ⊗ a†

2)
†. (43)

Ψk =

⎡

⎢
⎢
⎢
⎢
⎣

ψ0
(
nk − (L− 1)

)
ψ1
(
nk − (L− 1)

) · · · ψD−1
(
nk − (L− 1)

)

ψ0
(
nk − (L− 2)

)
ψ1(
(
nk − (L− 2)

) · · · ψD−1
(
nk − (L− 2)

)

...
...

...
...

ψ0(nk ) ψ1(nk ) · · · ψD−1(nk )

⎤

⎥
⎥
⎥
⎥
⎦
∈ RL×D . (35)
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B. Estimation of Cascaded and RSI Channels

Signal term of the receive model in (36) does not depend on
θ and this model is linear with respect to c. However, signal
term in (37) depends on both θ and c. Hence, we estimate both
parameters in a successive way: first we estimate c using the
observation model in (36) and then using the estimate value of
c and regarding estimation error of c in (37), we estimate θ. So,
using (36), we obtain the linear MMSE estimate of c as

ĉ = Γ†x, (44)

where the coefficient matrixΓ† that minimizes the average MSE,
1
D E
{
(c − ĉ)†(c − ĉ)

}
, is obtained as

Γ† = E{cx†}(E{xx†})−1 ∈ CD×K

= αb∗RcΦ
†
1

(
α2 |b|2Φ1RcΦ

†
1 + Rω

)−1

= αb∗
(
α2 |b|2Φ†

1R
−1
ω Φ1 + R−1

c

)−1
Φ†

1R
−1
ω (45)

and the corresponding pre-computed estimation error covari-
ance matrix becomes

Rε = E
{
(c − ĉ)(c − ĉ)†

}

= E
{
(c − ĉ)c†

}− E
{
(c − ĉ)ĉ†

}

︸ ︷︷ ︸
0

=
(
ID − αbΓ†Φ1

)
Rc . (46)

After obtaining the linear MMSE estimate of c, in order to
take advantage of the statistical orthogonality principle of lin-
ear MMSE estimate ĉ and the estimation error ε = c − ĉ, we
rewrite (37) as follows

z − αbΦ2 ĉ︸ ︷︷ ︸
z̃

= αbΦ1 ĉθ + αbΦ2(c − ĉ) + αbΦ1(c − ĉ)θ + ξ
︸ ︷︷ ︸

ν : noise term
(47)

From (47), the linear MMSE estimate of θ is obtained as follows

θ̂ = E{θz̃ |ĉ}
(
E{z̃z̃† |ĉ}

)−1
z̃

= σ2
θ (αbΦ1 ĉ)†

(
σ2
θ (αbΦ1 ĉ)(αbΦ1 ĉ)† + Rν

)−1
(z − αbΦ2 ĉ)

=
σ2
θ (αbΦ1 ĉ)†R−1

ν (z − αbΦ2 ĉ)
1 + σ2

θ (αbΦ1 ĉ)†R−1
ν (αbΦ1 ĉ)

, (48)

where the pre-computed autocovariance of the noise term vector
ν is given by

Rν = Rξ + α2 |b|2
(
σ2
θΦ1RεΦ

†
1 + Φ2RεΦ

†
2

)
. (49)

In order to evaluate the MSE performances, we present Bayesian
CRLB for each estimator of c and θ. The exact derivations of
CRLBs are given in Appendix-C. After obtaining the ĉ and θ̂,
using (19) and (10), transmitted unknown symbols are deter-
mined by first linear MMSE estimation and then rounding to
nearest constellation point.

TABLE I
SIMULATION PARAMETERS

C. Computational Complexity

In this subsection, we evaluate the computational complex-
ity of the proposed estimation algorithms in terms of complex
multiplications (CMs) and complex additions (CAs). The com-
putational complexity of the proposed estimation algorithm is
determined by observation block length N , number of train-
ing blocks K, number of BEM coefficients D and the adopted
effective length of the RSI channel L.

Each of xk and zk in (33) and (34) is transformed from the
observation vector yk corresponding to kth training block and
needs DL CMs and D(L− 1) CAs, and thus, by stacking
them, the overall calculation of each of x and z in (36) and (37)
requiresKDLCMs and KD(L− 1) CAs. We should note that
the matrices Rηtr , Rω and Rξ are pre-computed, and following

in a sequential manner, the matrices Γ†, Rε and Rν are also
pre-computed. So, we will not take these matrices into account
in the complexity calculations.

It is straightforward that the estimator of c in (44) requires
DK CMs and D(K − 1) CAs, and consequently according to
the real valued orthogonal transformation matrix in (19), the es-
timator of the time-varying cascaded channel takes ND/2 CMs
and N(D − 1) CAs. In the estimation of θ in (48), calculation of
the term αbΦ1 ĉ needsKD CMs and K(D − 1) CAs. In addi-
tion, the calculation of (αbΦ1 ĉ)†R−1

ν that is involved two times
in (48) takes K2 CMs and K(K − 1) CAs and the calculation
of the term (z − αbΦ2 ĉ) uses K CAs. The rest of calculations
in the estimation of θ need 2K + 1 CMs and 2K − 1 CAs. As
a result, the overall computational complexity load of θ̂ in (48)
is K2 +K(D + 2) + 1 CMs and K2 + (K − 1)(D + 2) + 1
CAs. Consequently, we calculate the total complexity cost of the
proposed estimators is ND/2 +K2 + 2K(DL+D + 1) + 1
CMs and N(D − 1) +K2 +K(2DL+D + 2) − (3D + 1)
CAs which is linear in N , D, L, and quadratic in K. Finally,
since K, D and L take small integer values as seen in Table I,
we conclude that the total computational complexity load to
implement our estimation algorithms is significantly low.

D. Training Overhead

In our system setup, we use K training blocks in order to
estimate the cascaded and the RSI channels. Each training block
consists of a training sequence with length of 2L− 1 which
means that there is total K(2L− 1) training symbols among
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theN transmitted symbols. We can define the training overhead
metric as a percentage of the total number of training symbol to
the number of transmitted symbol as follows

κ =
K(2L− 1)

N
× 100. (50)

In our system setup, training overhead measure κ% takes the
values of 10%, 12%, and 14% for L = 2, 3 and 4, respectively.
As we can see from (22), the number of BEM coefficients D
increases with more mobility between source, relay and desti-
nation nodes, or with larger observation time length. In order
to estimate D unknown BEM coefficients, we need K ≥ D ob-
servation equations that are obtained by deploying K equally
spaced training blocks within total observation time length to
track the time-varying cascaded channel. On the other hand, as
the power of the RSI channel increases, the adopted effective
length of the RSI loop L should be increased in order to cancel
higher powers of the RSI channel. This results larger training
blocks. As seen from (22), it is possible to reduce the training
overhead by increasing the total observation time length which
trades off computational complexity with training overhead.

IV. SIMULATION RESULTS

In this section, we present computer simulation results to
assess the performance of FD-AF-OWRN operating with the
proposed channel estimation algorithm and the training model.
While evaluating the system performance, the time-varying flat
fading channels are generated directly by using singular value
decomposition (SVD) method [46] that exploits the autocorre-
lations of the individual channels given in (1). However, we use
DLP-BEM while estimating the cascaded channel. Simulation
parameters are chosen as in Table I. The estimates of the RSI and
the cascaded channels are performed by the low complexity lin-
ear MMSE estimation technique using two decoupled training
signal models that are obtained by exploiting the orthogonality
of one-sample consecutive orthogonal training blocks. In order
to test the performance of the FD-AF-OWRN operating under
various scenarios, SER and MSE simulation plots are taken in
four categories such as for different values of RSI channel power,
mobility, adopted effective length of RSI loop and modulation
format. In these figures, SER and MSE results are compared
with the perfect channel state knowledge (CSI) and the CRLB
results, respectively.

The plots in Figs. 2, 3 and 4 show the system performance
for different values of RSI channel power. Fig. 2 exhibits the
MSE performance of the linear MMSE estimator of the RSI
channel for different values of RSI channel power. In Fig. 2, we
observe performance gaps between MSE and relevant CRLB
curves increasing with the higher SNR levels. As we see from
the curves, gaps between MSE and relevant CRLB curves get
smaller as the RSI channel power becomes smaller. These gaps
occur because of the fact that the overall additive noise vector ξ
in (37) still nonlinearly depends on RSI channel to be estimated.
On the other hand as seen in Fig. 3, the proposed linear MMSE
estimator of the DLP-BEM coefficient vector almost attains the
CRLB for the RSI channel power around Ω2

0 = 0.01 Watt. As

Fig. 2. MSE of θ vs. SNR results for different Ω2
0 values. (N = 200, K =

4, L = 3, fD lT = fD 2T = 0.01, QPSK const.)

Fig. 3. Average MSE of c vs. SNR results for different Ω2
0 values. (N =

200, K = 4, L = 3, fD lT = fD 2T = 0.01, QPSK const.)

Fig. 4. SER vs. SNR results for different Ω2
0 values. (N = 200, K = 4, L =

3, fD 1T = fD 2T = 0.01, QPSK const.)

observed from the curve plotted for Ω2
0 = 0.1 Watt, the proposed

estimator of the DLP-BEM coefficient vector gets away from
CRLB for higher RSI channel powers. This is because the fact
that the adopted effective length of RSI loop (L) is taken as 3
for both Ω2

0 = 0.01 Watt and Ω2
0 = 0.1 Watt values. In fact, the

adopted effective length of RSI loop should be set up to higher
values for higher RSI channel powers. On the other hand, the
value of Ω2

0 = 0.1 as we consider as a benchmark means that
10% of the average transmit power at the relay (Pr) is dissipated
as RSI channel power and is too high and not encountered in
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Fig. 5. MSE of θ vs. SNR results for different normalized Doppler values.
(N = 200, K = 4, L = 3,Ω2

0 = 0.01, QPSK const.)

Fig. 6. Average MSE of c vs. SNR results for different normalized Doppler
values. (N = 200, K = 4, L = 3,Ω2

0 = 0.01, QPSK const.)

Fig. 7. SER vs. SNR results for different normalized Doppler values. (N =
200, K = 4, L = 3,Ω2

0 = 0.01, QPSK const.)

practice. As shown in Fig. 4, the resulting SER performance
for Ω2

0 = 0.01 Watt achieves to SER performance that is plotted
under perfect CSI scenario. However, a SER performance loss
is observed for the case of Ω2

0 = 0.1.
Figs. 5, 6 and 7 exhibit the MSE and SER performances of the

proposed estimators for the normalized Doppler frequencies of
0.01 and 0.1. In Fig. 5, we observe that higher Doppler does not
degrade the MSE performance. This is not surprising, since our
BEM captures fast variations of the channel, and larger Doppler
does not cause a mismatch between our channel model and the

Fig. 8. MSE of θ vs. SNR results for different L values. (N = 200, K =
4,Ω2

0 = 0.01, fD lT = fD 2T = 0.01, QPSK const.)

Fig. 9. Average MSE of c vs. SNR results for different L values. (N =
200, K = 4,Ω2

0 = 0.01, fD 1T = fD 2T = 0.01, QPSK const.)

true channel. As seen from the curves in Fig. 6, the proposed
estimator of the DLP-BEM coefficient vector almost attains
the CRLB for both Doppler frequencies. In Fig. 7, the SER
performance achieves the SER performance of the perfect CSI
case for the normalized Doppler frequency of 0.01. Even if the
MSE performance of the RSI channel estimator in Fig. 5 is better
for the normalized Doppler frequency of 0.1, we still observe a
SER performance loss in Fig. 7 for the same Doppler frequency.
Thus, we conclude that the performance of the cascaded mobile
channel dominates the performance of the RSI channel estimator
while obtaining the resulting SER performance.

In Figs. 8 and 9, we investigate the MSE performances of
the proposed estimators for three different values of the adopted
effective length of RSI loop . It is clearly seen from these figures
that the proposed estimators are having better SER and MSE
performances as the value of the adopted effective length of RSI
loop increases.

Figs. 10, 11 and 12 depict the MSE and SER performance
curves of the proposed estimators for binary phase shift-keying
(BPSK), quadrature phase shift-keying (QPSK) and 16-ary
quadrature amplitude modulation (16QAM) signaling formats.
As seen from the curves in Figs. 11 and 12, MSE performances
for the constant envelope type modulation (i.e., BPSK, QPSK)
formats are the same. Especially, the proposed estimator of the
DLP-BEM coefficient vector almost attains the CRLB for each
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Fig. 10. MSE of θ vs. SNR results for different signal constellations. (N =
200, K = 4, L = 3,Ω2

0 = 0.01, fD lT = fD 2T = 0.01)

Fig. 11. Average MSE of c vs. SNR results for different signal constellations.
(N = 200, K = 4, L = 3,Ω2

0 = 0.01, fD 1T = fD 2T = 0.01)

Fig. 12. SER vs. SNR results for different signal constellations. (N =
200, K = 4, L = 3,Ω2

0 = 0.01, fD 1T = fD 2T = 0.01)

signaling format and the resulting SER performances achieve to
SER performances of the perfect CSI cases.

V. CONCLUSIONS

In this work, we have employed the DLP-BEM to represents
the time-varying cascaded channel by BEM coefficients that are
a finite set of parameters to be estimated. We have proposed
a new training frame structure in which one-sample consecu-
tive orthogonal training blocks are sent by the source node and

delivered to the destination over FD-AF relay. Exploiting the or-
thogonality of training blocks, we have obtained two decoupled
training signal models, each of them for the linear MMSE based
estimation of the RSI channel and the BEM coefficient vector of
the cascaded channel. The Bayesian CRBs for both estimators
are derived. We have tested the SER and MSE performances of
the FD-AF-OWRN operating under various scenarios such as
for different values of RSI channel power, mobility, adopted ef-
fective length of RSI loop and modulation format. Simulations
illustrate that the MSE performance of the proposed estimator
for the DLP-BEM coefficient vector almost attains the CRLB
and the FD-AF-OWRN system has excellent SER performance
under these scenarios.

APPENDIX A
CALCULATION OF THE AUTOCORRELATION MATRIX OF η

First, we need to derive the expectations Eθ{H0H
†
0} and

Eθ{H†
0H0} that are used while obtaining the autocorrelation

matrix of the overall additive noise vector η and the power scal-
ing factor in Appendix-B, respectively. Since θ ∼ CN (0, σ2

θ )
with σ2

θ = α2Ω2
0 , it can be easily shown that Eθ{|θ|2m} =

m!σ2m
θ and

Eθ{θp(θ∗)q} = Eθ

{|θ|p+q} δ[p− q]

= Eθ

{|θ|2p} δ[p− q]

= p!σ2p
θ δ[p− q], (51)

where δ[·] is the Krönecker δ function. Using (13) and (51), we
can show that

[
Eθ{H0H

†
0}
]

p,q
=

N∑

m=1

Eθ

{
[H0 ]p,m [H0 ]∗q ,m

}

=
min(p,q)−1∑

m=1

Eθ

{
θ(p−m−1)(θ∗)(q−m−1)

}

=
p−1∑

m=1

Eθ

{
|θ|2(p−1−m )

}
δ[p− q]

=
p−2∑

m=0

Eθ

{|θ|2m} δ[p− q]

= ϑ[p] δ[p− q], (52)

where

ϑ[p] =
p−2∑

m=0

m!σ2m
θ , p = 1, 2, . . . , N, (53)

and (·)† denotes the Hermitian transpose operator. From (52),
we conclude thatEθ{H0H

†
0} is anN ×N diagonal matrix with

pth diagonal entry given in (53). Note that the first entry on the
main diagonal ϑ[1] = 0 by the definition of summation since
the final value of the summation index is less than initial value
for p = 1 in (52). In other words,

Eθ{H0H
†
0} = diag

{
ϑ[1], ϑ[2], . . . , ϑ[N ]

}
. (54)
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Following similar steps in (52), we can obtain also

Eθ{H†
0H0} = diag

{
ϑ[N ], ϑ[N − 1], . . . , ϑ[1]

}
, (55)

It is straightforward that the overall additive noise vector η in
(11) is zero-mean non-Gaussian random vector whose autocor-
relation matrix can be obtained as

Rη = E{ηη†}
= E

{
(αH2H0w1 + w2)(αH2H0w1 + w2)†

}

= α2σ2
1E{H2H0H

†
0H

†
2} + σ2

2 IN

= α2σ2
1

[
E{H0H

†
0} � E{h2h

†
2}
]

+ σ2
2 IN

= α2Ω2
2σ

2
1 diag

{
ϑ[1], ϑ[2], . . . , ϑ[N ]

}
+ σ2

2 IN , (56)

where� is the Hadamard product and note that Rη is a diagonal
matrix which means that the samples of the time domain overall
additive noise are uncorrelated.

APPENDIX B
CALCULATION OF POWER SCALING FACTOR

In the AF protocol, the relay amplifies the received signal by
factor α > 0 to satisfy the average transmit power constraint.
From (2), (15), (16) and (11), the transmitted signals at the relay
can be given by

s2 = αH0(H1s + w1), (57)

and the average transmit power of the relay is defined as

Pr =
1
N

N−1∑

n=1

E
{∣∣s2 [n]

∣
∣2}

=
1
N
E
{
s†2s2
}

=
α2

N
E
{

(H1s + w1)†Eθ{H†
0H0}(H1s + w1)

}
. (58)

In this calculation, we approximateH0 with its truncated version
with the maximum 2nd power of σ2

θ since σ2
θ � 1. Under this

approximation, the entries of the diagonal matrix Eθ{H†
0H0}

are given in (53) as

ϑ[1] = 0, ϑ[2] = 1, ϑ[3] = 1 + σ2
θ ,

ϑ[p] ∼= 1 + σ2
θ + 2σ4

θ , p = 4, 5, . . . , N. (59)

Making the training signal power equal to the transmit signal
power σ2

s , assuming N � 1 and using (55), we obtain

Pr = α2(Ω2
1σ

2
s + σ2

1 )
1
N

N∑

p=1

ϑ[p]

= α2(Ω2
1σ

2
s + σ2

1 )
(N − 1) + (N − 2)σ2

θ + 2(N − 3)σ4
θ

N

∼= α2(Ω2
1σ

2
s + σ2

1 )(1 + σ2
θ + 2σ4

θ ). (60)

Multiplying both sides of (60) with Ω2
0/(Ω

2
1σ

2
s + σ2

1 ) and recall-
ing σ2

θ = α2Ω2
0 , (60) can be rearranged as he following cubic

equation of σ2
θ

2(σ2
θ )

3 + (σ2
θ )

2 + σ2
θ − P = 0, (61)

where P = Ω2
0Pr/(Ω

2
1σ

2
s + σ2

1 ). One real root and a pair of
complex conjugate roots of (61) are found as

σ2
θ = −1

6
+ E + F,

σ2
θ = −1

6
− 1

2
(E + F ) +

i
√

3
2

(E − F ),

σ2
θ = −1

6
− 1

2
(E + F ) − i

√
3

2
(E − F ), (62)

respectively, where

E =
3

√
P
4

+
1
27

+

√(P
4

+
1
27

)2
+
( 5

36

)3

F = − 3

√√
√
√
∣
∣
∣
∣
∣
P
4

+
1
27

−
√(P

4
+

1
27

)2
+
( 5

36

)3
∣
∣
∣
∣
∣
. (63)

Since α must be real, eventually it is calculated with respect to
real valued root given in the first line of (62) as follows

α =

√
σ2
θ

Ω2
0

=
1

Ω0

√

−1
6

+ E + F . (64)

APPENDIX C
EVALUATIONS OF BAYESIAN CRÁMER RAO LOWER BOUNDS

In this appendix, Bayesian Crámer Rao Lower Bounds
(CRLBs) on the MSEs for the estimation of the unknown pa-
rameter set γ = [θ cT ]T are derived. There are various Bayesian
CRLB on the error correlation matrix in the literature[47]. For
CRLB evaluations we use the following observation model

r = μ+ ζ, (65)

that is obtained by stacking the observations in (36) and (37),
where

r =
[
x
z

]
,μ = αb

[
Φ1c

Φ2c + Φ1c θ

]
,

ζ =
[
ω
ξ

]
= Υηtr,Υ =

[
IK ⊗ a†

1
IK ⊗ a†

2

]
. (66)

The classical Bayesian CRLB for the estimation of the parameter
set γ is given by

Bγ = J−1
γ , (67)

where Jγ is the Bayesian Fisher Information Matrix (FIM)
defined as

Jγ = Er,γ

{∂ log p(r,γ)
∂γ∗

∂ log p(r,γ)
∂γT

}

= −Er,γ

{∂2 log p(r,γ)
∂γ∗∂γT

}
. (68)

However, in our model, Bayesian FIM is intractable. Instead of
the Bayesian CRLB in (67), we use following tractable Bayesian
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CRLB [47], [48]

Bγ = Eh2 {J−1
γ|h2

}, (69)

that is the average of the (67) over nuisance parameter h2 . The
Bayesian FIM in (69) is defined as

Jγ|h2 = Er,γ|h2

{∂ log p(r,γ|h2)
∂γ∗

∂ log p(r,γ|h2)
∂γT

}

= −Er,γ|h2

{∂2 log p(r,γ|h2)
∂γ∗∂γT

}
. (70)

In [48], it is stated that exact ordering between the bounds in (67)
and (69) is not possible and, in some cases, (69) can be tightest

bound. Jγ|h2 in (70) can be expressed as the sum of Jγ|h2
data

and Jγ|h2
prior that are the Fisher Informations evaluated from

data and prior information, respectively:

Jγ|h2 = Jdata + Jprior, (71)

where

Jdata = Er,γ|h2

{∂ log p(r|γ,h2)
∂γ∗

∂ log p(r|γ,h2)
∂γT

}

= −Er,γ|h2

{∂2 log p(r|γ,h2)
∂γ∗∂γT

}

Jprior = Eγ|h2

{∂ log p(γ|h2)
∂γ∗

∂ log p(γ|h2)
∂γT

}

= −Eγ|h2

{∂2 log p(γ|h2)
∂γ∗∂γT

}
. (72)

Taking γ1 = θ and γ2 = c with γ = [γT1 γ
T
2 ]T , each of Jdata

and Jprior can be partitioned into sub-matrices as follows

Jdata =

[
Jdata

11 J12
data

J21
data J22

data

]

, Jprior =
[

Jprior
11 J12

prior

J21
prior J22

prior

]
,

(73)
and using rightmost expectations in (72), the sub-matrices of
FIMs can also be defined as follows

Jijdata = −Er,θ ,c|h2

{∂2 log p(r|θ, c,h2)
∂γ∗

i ∂γ
T
j

}
, i, j ∈ {1, 2}

= −EθEc|h2Er|θ,c,h2

{∂2 log p(r|θ, c,h2)
∂γ∗

i ∂γ
T
j

}
(74)

and

Jijprior = − Eθ,c|h2

{∂2 log p(θ, c|h2)
∂γ∗

i ∂γ
T
j

}
, i, j ∈ {1, 2}

= − Eθ

{∂2 log p(θ)
∂γ∗

i ∂γ
T
j

}
− Ec|h2

{∂2 log p(c|h2)
∂γ∗

i ∂γ
T
j

}
.

(75)

In (74) and (75), note that {r|θ, c,h2} ∼ CN (μ,Σ) and
{c|h2} ∼ CN (0D ,Rc|h2 ) together with

Σ = E{ζζ†|θ, c,h2}
= ΥE{ηtrη

†
tr|θ, c,h2}Υ†

= Υ
[
E{ηη†|θ, c,h2}

]

tr
Υ†

= Υ
[
α2σ2

1 (H0H
†
0) � (h2h

†
2) + σ2

2 IN
]

tr
Υ† ∈ C2K×2K ,

(76)

and

∂Σ
∂θ

= Υ
[
α2σ2

1 (Q0H
†
0) � (h2h

†
2)
]

tr
Υ† ∈ C2K×2K , (77)

Rc|h2 = E
{
cc†|h2

}

= ΨT E
{
hh†|h2

}
Ψ

= ΨT
[
Rh1 � (h2h

†
2)
]
Ψ ∈ CD×D , (78)

where Q0 = ∂H0/∂θ. Using the following matrix identities

∂Σ−1

∂θ
= − Σ−1 ∂Σ

∂θ
Σ−1

∂ log det(Σ)
∂θ

= trace
[∂Σ
∂θ

Σ−1
]

trace
[
Σ1Σ2

]
= trace

[
Σ2Σ1

]
, (79)

we obtain the sub-matrices of FIMs as follows

J11
data

= EθEc|h2

{
trace
[∂Σ
∂θ∗

Σ−1 ∂Σ
∂θ

Σ−1
]

+
∂μ†

∂θ∗
Σ−1 ∂μ

∂θ

}

= Eθ

{
trace
[∂Σ
∂θ∗

Σ−1 ∂Σ
∂θ

Σ−1 + Σ−1Ec|h2

{∂μ
∂θ

∂μ†

∂θ∗
}]}

J22
data = EθEc|h2

{
∂μ†

∂c∗
Σ−1 ∂μ

∂cT

}

= Eθ

{
∂μ†

∂c∗
Σ−1 ∂μ

∂cT

}

J12
data = 0TD , J21

data = 0D (80)

where

∂μ

∂θ
= αb

[
0K
Φ1c

]
,
∂μ†

∂θ∗
=
(∂μ
∂θ

)†

∂μ

∂cT
= αb

[
Φ1

Φ2 + Φ1θ

]
,
∂μ†

∂c∗
=
( ∂μ
∂cT

)†

Ec|h2

{∂μ
∂θ

∂μ†

∂θ∗
}

= |αb|2
[

0 0
0 1

]
⊗ (Φ1Rc|h2 Φ

†
1) (81)

J11
prior =

1
σ2
θ

, J22
prior = R−1

c|h2
,

J12
prior = 0TD , J21

prior = 0D (82)
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As seen (80) and (82), FIM matrices Jdata and Jprior are block
diagonal matrices, so the inverse of the FIM Jγ|h2 is a block
diagonal matrix that can be partitioned as follows

Bγ = Eh2 {J−1
γ|h2

}

= Eh2

{
(Jdata + Jprior)−1}

=
[ Bθ 0TD
0D Bc

]
, (83)

where Bθ and Bc represent Bayesian error covariance bound for
the estimation of θ and c, respectively, and they are calculated
as

Bθ = Eh2

{
(J11

data + J11
prior)−1},

Bc = Eh2

{
(J22

data + J22
prior)−1}. (84)

To compute the expectations in (80) and (84) with respect to
θ and c, respectively, we simply use the Gibbs sampling tech-
nique and generate samples from pdfs θ[i] ∼ CN (0, σ2

θ ), i =
1, 2, . . . , N1 and h2

[j ] ∼ CN (0,Rh2 ), j = 1, 2, . . . , N2 then
calculate Gibbs samples of the sample means of the expressions
inside the expectations and replace sample means with the ex-
pectations. Eventually, Bayesian MSE bound for the estimation
of θ is obtained as

MSEθ = Er,θ{|θ − θ̂|2} ≥ Bθ , (85)

and consequently, average Bayesian MSE bound for the estima-
tion of the vector c is found as

Average MSEc =
1
D
Er,c
{
(c − ĉ)†(c − ĉ)

}

=
1
D

trace
[
Er,c
{
(c − ĉ)(c − ĉ)†

}]

≥ 1
D

trace
[Bc
]
. (86)
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