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Abstract— Training schemes for full duplex two-way relays
are investigated. We propose a novel one-block training scheme
with a maximum likelihood estimator to estimate the channels
between the nodes as well as the residual self-interference (RSI)
channel simultaneously. A quasi-Newton algorithm is used to
solve the estimator. As a baseline, a multi-block training scheme
is also considered. The Cramer-Rao bounds of the one-block and
multi-block training schemes are derived. By using the Szego’s
theorem about Toeplitz matrices, we analyze how the channel
parameters and transmit powers affect the Fisher information.
We show analytically that exploiting the structure arising from
the RSI channel increases its Fisher information. Numerical
results show the benefits of estimating the RSI channel.

Index Terms— Channel estimation, residual self-interference,
full-duplex relay, asymptotic Toeplitz matrix, two-way relay.

I. INTRODUCTION

S the demand in wireless bandwidth resources grows,
efficient utilization of spectrum has become more urgent.
In-band full duplex radio has drawn great attention from both
the industry and academia, due to its potential to improve spec-
tral efficiency. Recent progresses achieved in self-interference
cancellation has made the implementation of in-band full
duplex possible [1], which has the potential to support the
demands on the fifth generation wireless communication sys-
tems [2]. Meanwhile, relaying, another popular technology that
has a part to play in the next generation wireless networks,
is able to provide not only additional throughput, but also
improved coverage. Compared with traditional one-way relays,
both full-duplex and two-way relay with analog network
coding can individually double the bandwidth theoretically,
which leads to a potential improvement in spectral efficiency
by a factor of 4. Though the residual self-interference and
the synchronization problems from the two techniques respec-
tively reduce the efficiency, it is not enough to cancel the gain.
Thus, the integration of in-band full duplex and two-way relay

has large potential to improve spectral efficiency.
As mentioned above, self-interference cancellation is an
enabler for full duplex one-way relay networks. Thus many
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recent studies are conducted to approach the issue of
self-interference cancellation from diverse aspects, includ-
ing propagation domain, time domain and spatial domain
approaches [3]. In propagation domain, physical isolation and
directional antennas are used. Least squares channel estimate
for full duplex is considered in [4]. Reference [5] proposes
a maximum likelihood channel estimator in which the relay
estimates the self-interference channel as well as the channel
from the source to the relay. An analog self-interference can-
cellation method using effective channel parameters obtained
from channel estimation is used in [6]. In spatial domain
approaches, multiple antennas for transmitting and receiving
are adopted at the relay to exploit the potential of extra
degrees of freedom for interference cancellation. In [7], linear
precoders and decoders are designed at the relay, which aim to
minimize the power of self-interference. Reference [8] designs
a pre-coding matrix which suppresses the self-interference
and maximizes the sum-rate jointly in a full duplex
multiuser MIMO system. Similarly, [9] aims to maximize the
end-to-end signal-to-noise ratio (SNR) as well as suppressing
the self-interference by jointly optimizing pre-coding matrices
at the relay in a two-way relay system. The combination
of these approaches can provide a high attenuation of the
self-interference power. However, the RSI is still quite high
compared to the desired received signal, and does not yield
good performance when treated as noise. Kim and Paulraj [10]
assume the RSI is 10 dB higher than the received signal and
causes inter-symbol interference (ISI) in amplify-and-forward
relays due to feedback. References [3], [11], and [12] also
report that the power of RSI is about 30 dB higher than the
noise floor.

The existence of RSI has also been addressed in the litera-
ture [3], [7], [10]-[13]. One reason for the presence of RSI is
due to the limitation of time domain cancellation which suffers
from estimation error in the pre-stage [13]. In full duplex
relay systems, there is a pre-stage before the transmission of
training and data phases for self-interference cancellation. In
the pre-stage, the relay estimates the self-interference channel
and uses the estimates to cancel the self-interference in RF
before analog to digital conversion [5]. The pre-stage esti-
mation error is caused by noise, and time variation of the
self-interference channel. The self-interference channel con-
sists of a line-of-sight part and a diffuse path part [11], [13].
The line of sight part almost remains the same for a rela-
tively long interval and dominates the self-interference. Thus
using the pre-stage estimates to cancel the self-interference
significantly reduces the power of self-interference. However,
the diffuse part changes more often and the estimates are not
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accurate for it over time. This part can also be seen as an
estimation error and results in RSI. The second reason for RSI
is seen from the spatial domain when using multiple antennas
for both transmitting and receiving at the relay. Reference [7]
investigates how to design pre-coding matrices to mitigate the
self-interference and all the degrees of freedom (DoF) offered
by antennas are used for the purpose of interference cancella-
tion. However, when multiple antennas are used, beamforming
for maximizing the transmission rate can also be considered.
Reference [9] jointly designs pre-coding matrices minimizing
the self-interference while maximizing the rate. Since part
of the DoF is used for improving the rate, the effort of
mitigating the self-interference is not as good as the one which
uses all the DoF, which also results in RSI. Thus, there is
a trade-off between maximizing the rate and suppressing the
self-interference.

Many previous works consider the full-duplex relay system
in the presence of RSI. For one-way relays, some studies
analyze the system performance without considering the can-
cellation of the RSI [10], [12], [14], [15]. The outage proba-
bility of amplify-and-forward full duplex relay is investigated
in [10]. Reference [12] analyzes the RSI power after null-
space suppression. The error and diversity performances is
analyzed in [14]. The capacity of full duplex relays is studied
in [15]. While reference [16] considers the RSI cancella-
tion by estimating the RSI channel in traditional one-way
relays, it does not address two-way relays, and also lacks
the asymptotic Cramer-Rao bound (CRB) analysis provided
herein.

Several papers consider the full duplex two-way
relays [9], [17]-[19]. Reference [17] compares the achievable
rates of full duplex relay and half duplex relay. The
effect of channel estimation error and suppression of the
self-interference are investigated in [18] and [19]. Precoder
matrix design for suppressing the self-interference and
performance analysis of end-to-end SNR are addressed in [9]
in the absence of RSI. However, the effect of RSI at the two
sources are not considered. The method to conduct channel
estimation in full duplex relays, which is very different from
the half duplex scenario of e.g. [20], [21], is not considered
in the literature either.

In this paper, we focus on analyzing the channel estimation
problem in a two-way relay system with a full-duplex relay
helping to exchange data between two full duplex capable
devices in the presence of RSI. Though the channel esti-
mation can be done by making the training phase work-
ing in half duplex mode, it is more spectrally efficient to
estimate the channels in full duplex mode. Moreover, the
RSI from the relay makes the overall end-to-end channel
an ISI channel [10], [12]. To improve the performance, the
estimation and equalization of the ISI channel parameters
are needed. Thus we estimate the RSI in the destination
node to enable cancellation of the interference of the system
further, through equalization. We propose a novel one-block
training scheme and two baseline methods to estimate the
RSI channel at both sources in an amplify-and-forward two-
way relay system for the first time in the literature. The one-
block training scheme uses one transmission block to keep
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the relay protocol consistent with the data phase. An ML
estimator is derived to estimate the RSI channel as well as
the individual channels. A popular quasi-Newton method, the
Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm [22], is
used to numerically solve the ML estimator. Zero-forcing
estimation is used for initialization values to improve the
accuracy and reduce the complexity of the ML estimator.

As a baseline, we also propose a multi-block training
scheme in which the traditional least squares (LS) channel
estimation method is used. In addition, the cross-correlation
method for estimating the ISI channel is also considered for
comparison. In the former, a half duplex transmission protocol
is needed in the training phase to make the received signal lin-
ear in the RSI channel. The two baseline approaches estimate
the same channel parameters as the one-block scheme does.
The CRBs for both training schemes are derived respectively
to assess the fundamental limits of each training scheme.

Our contributions are summarized as follows:

1. We propose a one-block training scheme with an ML
estimator. The BFGS method combined with zero-forcing
initialization are used to compute the estimator efficiently.
A simple and intuitive multi-block training scheme is proposed
and serves as a baseline. LS estimator is used in this case.
The cross-correlation method for ISI channel estimation is also
applied for comparison.

2. CRBs for different training schemes are derived and com-
pared. We analyze how the channel parameters and transmit
powers affect the Fisher information for large training length
by using the Szego’s theorem about the asymptotic properties
of Toeplitz matrices. We also show analytically that the Fisher
information with exploiting the channel structure arising form
the full duplex model is greater than the Fisher information
which does not take the structure into account for the RSI
channel.

3. To show the importance of estimating the RSI channel
and canceling the RSI, matched filter detector and Viterbi
equalizer are implemented. The former uses channel state
information (CSI) of the cascaded channel only, while the
latter uses all the CSI including the RSI channel. The Viterbi
equalizer outperforms the matched filter in bit error rate (BER)
comparisons in the whitened noise case. We also consider
the BER with whitened noise which requires the CSI of RSI
channel for noise whitening, and compare it favorably with
the unwhitened noise case.

The rest of the paper is organized as the follows: Section II
describes the system model of a full duplex two-way relay
system. Section III proposes the one-block training scheme.
Section IV provides the two baselines for comparison. The
CRBs for different training schemes and channel structure
assumptions are derived and the Fisher information is analyzed
in Section V. Section VI shows the simulation results and
Section VII concludes the paper.

II. SYSTEM MODEL

We consider a system with two sources and a relay in
between, with no direct link, as shown in Figure 1. The
sources and the relay are equipped with two antennas, one
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Fig. 1. Two-way relay in full duplex mode.

serving as a receive antenna while the other one a transmit
antenna. The amplify-and-forward scheme is adopted at the
relay. To operate this scheme in the full duplex mode, the relay
receives the current symbols while it amplifies and forwards
the previously received symbols. The channel coefficients
between source 1 and the relay, and source 2 and the relay
are hir and hor, respectively. The reverse channels between
the relay and the two sources are h;; and hp. Without loss
of generality, we assume the forward and reverse channels
between a source and the relay are different (i.e. we do
not assume the channels are reciprocal, which also could be
handled with some modifications). These channels between
nodes are referred to individual channels in this paper while
the product of two individual channels are cascaded channels.
The four channels above are complex Gaussian, independent,
with zero means and unit variance. They are also assumed to
be time invariant across multiple blocks. The noise at both
sources and the relay are assumed to be complex Gaussian
with zero mean and variance ¢2. Perfect synchronization is
assumed in our system. The methods for synchronization in
half duplex can be extended to full duplex [23] and used in
conjunction without methods.

In our system model, the relay estimates the
self-interference channel in the pre-stage and uses the
estimates to cancel the self-interference in the following
transmission as mentioned in Section I. The RSI channel
which is due to the pre-stage estimation error can be modeled
as a flat fading channel [7], [10]. Let Ay, h11, hoo be the RSI
channel between the two antennas at the relay and source
nodes. They are with zero means and variance o2, 0,03,
respectively which capture the inaccuracy in self-interference
cancellation in the pre-stage. The RSI power, which is related
to the transmit power of the relay, is not small enough
to be treated as noise, and often higher than the desired
signal power. Moreover, it makes the overall end-to-end
channel an ISI channel in the AF relay even when the
channels on all links are flat fading. The CSI of the RSI
channel is needed for equalizers to alleviate the ISI at the
receiver.

III. ONE-BLOCK TRAINING SCHEME

In this section, we propose the one-block training scheme
for full duplex transmission training and compare it with the
multi-block training scheme which is proposed in the follow-
ing section. The one-block scheme consists of only one block
consisting of N symbols during training and the multi-block
scheme consists of four blocks that have a total of N symbols.
One block in our scheme means one transmission phase that
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either the source or the relay node transmits its training
sequence without changing the transmission protocol. In the
one-block scheme, we consider the transmission from source 1
to source 2 : source 1 transmits its training sequence (and the
relay forwards) for the whole training. No nodes change their
training protocols and thus this training scheme is considered
as one block. In contrast, in the multi-block scheme, in the
first block source 1 transmits its training sequence. Then in
the second block source 1 stops and the relay transmits what
it received in the previous block. In the third block the relay
transmits its own training data and in the fourth block the
relay transmits what it received in the third block. Hence the
transmission protocol changes multiple times during training.
Each time it changes is a different block during training. The
overhead due to training, which is the total training length, is
one block length for the one-block scheme and four blocks
for the multi-block scheme. In the comparison of the two
schemes, we fix the training overhead, which leads to different
block lengths for the two schemes. The one-block scheme
has N symbols per block, and the multi-block scheme has N /4
symbols per block that totals N symbols during training.

A. The Training Phase

In the training phase, we extend to full duplex the two
time slot relaying protocol for half duplex in which two
sources transmit their signals to the relay simultaneously in
the first time slot and the relay broadcasts its received signal
in the second time slot. In full duplex mode, the transmission
of the two sources and the broadcast of the relay happens
in the same symbol interval. The relay receives the current
signal while continuing to transmit its received signal in the
previous symbol interval. For the purpose of training, the relay
adds its own training sequence to its received signal, scales
the processed signal to satisfy the power constraint, then it
transmits the scaled signal. The sources also transmit and
receive together. At symbol interval n, the relay receives

yeln] = hiexi[n] + horxo[n] 4 hyte[n] + vc[n], (1)

where xi[n] and xp[n] are the training sequences sent by
source 1 and source 2 respectively where |x 1[n]|2 = |)C2[I’l]|2 =
Pg, t;[n] is the transmit signal of the relay and this term is the
RSI due to the broadcast of the previous received signal at the
relay in the previous time slot, and v [n] ~ CAL(O, 002). The
relay adds its own training sequence x.[n] satisfying |)cr[n]|2 =
P; and scales the processed signal. Following [10], we assume
there is a one-symbol delay for the relay to forward its received
symbols, which is due to the self interference cancellation
processing. The transmit signal of the relay therefore is

tr[n] = a(yc[n — 1] + x¢[n — 1]), 2)

where a is a power scaling factor used to satisfy the power
constraint at the relay. At source 1, the received symbol at
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time n is
vilnl = heite[n] + hixiln] + v1(n] (3)

= > 0%V (pxiln — kI + gxaln — k1 + dxiln — k)
k=1

o0
+hnxifn]+ > do* Don —kl+oilnl, @)
k=1

where we define p := ahyhyy, ¢ := ahehy, d = ahy,
and 6 := ahy for simplicity. The recursive form of (4) is
obtained by substituting (1) and (2) in (3). Due to the feedback
in the self-interference link @ at the relay, the overall channel
in (4) is a single pole infinite impulse response (IIR) channel
which causes ISI. Moreover, the effective noise is colored with
correlations that depend on the pole. The impulse response
for x1[n] is plk] := pO*~', and for x»2[n] is g[k] = g0,
k=1,2,---.

The power scaling factor a is chosen to keep the system
stable and guarantee finite relay transmit power. The relay
transmit power is calculated as

E[t[n]t [n]]

o
= a2 > @ e (Plh1e + Polharl + P+ 07)

k=1
:aQPs|hlr|2+Ps|h2r|2+Ps (5)
1- 052|hrr|2
By solving E[#[n]tf[n]] < P:, a should satisfy a? <

1/|hy|? [24]. However, in a channel estimation scenario, the
instantaneous CSI is not available. We can choose o to satisfy
a long term condition which is a? < 1/E[|hrr|2] = 1/0,2,, and
orr can be obtained at the pre-stage. Therefore, we choose the

power scaling factor as
2 b

= 6
3P+ P2 +0? ©®

a
where P; is the transmit power of the relay. With this power
scaling factor, the average RSI power is Prar%. We can also
setup a fixed, pre-defined gain margin to prevent the instanta-
neous |Ar| value from exceeding the constraint.

We define L as the effective length of the overall channel
impulse response in where most of the energy, e.g. 99%,
is contained [10]. Thus, a block based transmission can be
adopted with a guard time of L symbol intervals in which the
sources keep silent to avoid inter-block interference. Without
loss of generality, we assume the block length N is far greater
than L, so the rate loss due to the guard time is negligible.
We can now rewrite (4) for block transmission. For the mth
block, the nth received symbol is

o
31 = > 0% (prilu +n — K+ qalu +n — k)
k=1

+dxfu+n —k]) + hyixq[u +n]

o
+ Zde(k_l)vr[u+n—k]+v1[u+n], @)
k=1
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where u = im — 1)(N+ L), forn = 0,1,2,--- ,N + L,
and m = 1,2,---, and x1[n] = x2[n] = x:[n] =0 for n =
N+1,---, N+ L. With the last L symbols of every block
being zero, there is no inter-block interference, which allow
us to drop the block index henceforth.

To write the output of the system in vector form, we relate
x1=[x1[0], -+, x1[N— 1117, x2 = [x2[0], - - - , x2[ N — 1]]7,
xe = [x[0L, -, x[N — 11]7and y; = [y[1],---, yi[N]]T
as follows:

v = pHox1+qHpxo+dHpx: + dHgv, + hy1 J'x) + vy,
(®)

where J" is an N x N upshift matrix given by a
Toeplitz matrix with the first column [0, 0, --- ,0]” and the
first row [0,1,0,---,0], and Hy is an N x N Toeplitz
matrix with the first row [1,0,---,0] and the first column
[1,0,60%,---,0L71 0,..-,0]”. Note that the last L guard
time symbols of every block are discarded so that the lengths
of the input and output vector are N.

The data phase uses the same protocol as the training phase.
The only difference is the relay does not add its own signal
when forwarding its received overlapped signal. The received
data signal at source 1 is

Yia = pHox1a + qHpx2qa + dHgvea + h11J %14 + V14,
©
where E [|x1aln]]*] = E [lx2ln]*] = Ps.

B. Maximum Likelihood Estimator

In this section, we derive the ML estimator for source 1 but
it’s similar for source 2 due to symmetry. For data detection
and better performance, not only the two cascaded channels
hr1hir and hphoe are needed, but also the colored noise needs
be whitened. The whitening of the noise requires source 1 to
have the knowledge of the RSI channel at the relay and the
individual channels, either via relay feedback or estimating
them by itself. Due to the impracticality of the feedback
channel, source 1 will estimate the RSI channel as well as
the individual channels in our approach. Though knowing the
cascaded channels is enough to detect the data, more benefits
can be obtained by using the knowledge of individual chan-
nels [25]. Estimating the individual channels needs the relay
to send its own training sequence.

From (8), channel parameters p, g, 6, d, and hy; are
complex unknown parameters to be estimated. We define w =
[Px,> Py»> x> Gy, Ox, 0y, dx, dy, hiix, hlly]T as the parameter
vector, where p, and py are the real and imaginary part for
p respectively and similar to the other complex parameters.
We separate the real and imaginary parts because BFGS
algorithm optimizes with respect to real parameters. Given o,
the mean and the covariance matrix of y; are given by

w =Ely,]1= pHyx| +qHyxy +dHgx: + h11J"x1,
C = |d*c2HoH} +ol1y.

(10)
(11
Thus, the likelihood function of y; is

1
Py @) = ] P (—(y1 -wc iy, - M)),
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where |C| denotes the determinant of matrix C. The corre-
sponding log-likelihood function is

—Nlogz —log|C]|
— (i —wc 'y, —w.

log p(yy; @) =
(12)

Maximizing the likelihood function is equivalent to minimiz-
ing the last two terms in (12). Let f(w) denote our objective
function, then we have

f(®) -wc iy, —p).

Thus the ML estimator is given by

=log|C|+ (¥, 13)

» = argmin f(®). (14)
[0}

The objective function is not jointly convex with respect
to w. To solve the problem numerically, we use the BFGS
algorithm, which is a popular quasi-Newton method. The
BFGS is guaranteed to converge to a local minimum no
matter whether the objective function is convex or not
[26]. Also, the BFGS often needs less steps to converge
than the gradient descent method [22], and thus is more
efficient.

The parameters in @ are optimized with different step
sizes rather than optimizing @ as a whole since they have
different scales. For example d, and 6, are related to the
relay-to-source channel and the RSI channel receptively. The
gain of RSI channel is far smaller than that of the channel
between nodes. So it is better to use different stepsizes when
optimizing them. The algorithm takes the estimates of the
real and imaginary part as the initial values. Due to the non-
convexity, the algorithm might be trapped in a local minimum
that is far from the optimal solution. Thus, it is necessary to
initialize properly, which will be discussed in the following
subsection. Backtracking line search is used to determinate
the stepsize in the update process. The gradients needed in
the BFGS method are derived in Appendix A. They are taken
with respect to real parameters which are the elements in .

Our ML approach can be extended to frequency selective
fading. In that case, the overall channel is a product of
three Toeplitz matrices caused by the source-to-relay channel,
RSI channel and relay-source channel. We can use Szegd’s
theorem for Toeplitz matrices which is explained in detail
in Section V.C to approximate the overall channel matrix to a
Toeplitz matrix. According to the theorem, when the training
length is large, the product of two Toeplitz matrices is still
a Toeplitz matrix and the elements of the product can be
determined by the elements of the two matrices. Thus our ML
method can be applied to estimate the overall channel even in
the frequency selective setup.

C. Initialization

We use zero-forcing (ZF) estimation method to initialize the
BFGS method. The first five received symbols at source 1 are
taken to estimate &1, p, ¢, d, and 8. The five symbols used
are

v1[0] = h11x1[0] 4+ 01 [0], (15)

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 16, NO. 8, AUGUST 2017

i

ilil =D 0 (pxili — k1 + gxali — k1 + dx;li — k])

k=1
i
+huxilil+ Y do* oli =kl +oilil. (16)
k=1
We obtain the estimate of &1 first by the following.
A 0
il (17)
x1[0]

Define y[i] = y[i] —ﬁllxl[i] and we may design the training

symbols to make it easier to estimate the other four parameters.

Let x1[0] = x1[1], x2[0] = x3[1], and x,[0] = x;[1]. With ZF

method, the noise is ignored. We can estimate & by using y;[1]

and y{[2]:

yil2] = yi[1]
yilll

0

(18)

Let #[1] = $i[1] — Oy[i — 1] for i = 2,3,4. Then, the
estimator of p, ¢, and d are
P [all xlll xir] ™ [#e2
q|=|x2] x[2] x[2] AEINE (19)
d x1[3] x2[3] x[3] y1[4]

which provides an exact estimate in the absence of noise.
We may design the symbols of xi[n], x2[n], and x;[n] that
are involved in the coefficient matrix of (19) to guarantee the
matrix is invertible.

The ZF initialization provides a starting point close to
the optimal solution, which not only reduces the number of
iterations for convergence compared to random initialization,
but also reduces the likelihood that the algorithm will trap in
a local minimum far from the optimal solution.

D. BFGS Algorithm

After we obtain all the required inputs of the algorithm, it is
summarized as the following:

Initialize: x{, £
[d. d,17,

X0 £ [éx éy]T, x?hll} £ [ﬁllx ﬁll)*]T~
Repeat until convergence for i > 1:
Step 1: xg) = xﬁn}l), B_1 =1,

Step 2: Repeat until convergence for k: (BFGS)

1. Obtain a search direction p = —B, v f (x i ).

2. Find stepsize aj by backtracking llnesearch
then update x,(ﬁ)Ll = xk) + arpy.

3. Set sk = ok py, Vk = Vf(x,((l}rl) — Vf(x,(ci))

4. Update the inverse Hessian approximation by

1 _ p-1 (s[vk+vZBk_lvk)skskT _ Bk_lvks,f+skvaBk_'
B =B, + o) ~ sTw,
Step 3: Obtain the converged result x&)} = x,((l)

Step 4: Repeat Step 1 to Step 3 for g, d, hi1, and 6

(@) (=1 @) _ =D @) _ L G=1)
with x =X } , X0 Xy s X X

(@) (i—

and x —x{a} respectlvely
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There are three inputs of the algorithm: (i) received training
data from (8), (ii) gradients of the real part and imaginary part
of the parameters which are derived in Appendix A (from (63)
to (70)), and (iii) the initialization of the parameters which
can be obtained from (17) and (19) in Section III-C. For
each parameter in o, after the initial values are given, it is
optimized by BFGS algorithm when the other parameters are
fixed. The five parameters are optimized alternatively, which
is the iteration controlled by i. The results of the iteration will
be used as initial values for the next iteration.

The BFGS algorithm is guaranteed to converge to a local
minimum point because it is a descent algorithm. This is
the case in our setup as explained next. In Step 2.4, BFGS
algorithm updates the inverse Hessian approximation matrix
which approximates the true Hessian to reduce complexity.
The corresponding equation to update the Hessian approxima-
tion matrix is given by

v, 3 (Arsi)(Arsi)T

T
v, Sk

App1 = Ag + (20)

s,{Aksk

This is a rank-two update which ensures the Hessian approxi-
mation matrix is positive definite [26, Sec 8.3.5]. The positive
definite property implies that the search direction p;, =
—Ak_IV f (x,E’)) is a descent direction. Thus the algorithm
is guaranteed to converge to a minimum. However, for
non-convex objective functions, the convergence point may
be a local minimum that is not optimal. To avoid this,
we use ZF estimates of the parameters to initialize the algo-
rithm as mentioned above.

The complexity consists of the evaluation of three parts:
(i) The calculation of gradients, (ii) line search, and (iii) the
approximate inverse-Hessian matrix update. For the gradients
of (13), the calculation is dominated by the matrix inversion
of the covariance matrix C which has complexity of O(N?),
where N is the length of the training length. For large N, C
asymptotically becomes to a Toeplitz matrix. The complexity
of inverting a positive definite Toeplitz matrix is O (N log? N).
The line search step requires the calculation of (13) which also
includes the matrix inversion. Thus line search has the same
complexity as the gradients step. The approximate inverse-
Hessian matrix update has the complexity of O(n?) where n
is the number of parameters to be estimated, i.e. the length of @
which is 10. The complexity of this update does not scale with
N since n = 10 is a constant. Therefore, the total complexity
of the BFGS algorithm in one iteration is O (N log? N) for
large N. Moreover, based on our observation in the simulation,
the algorithm with zero-forcing initialization converges at an
average of about 3 iterations, which is 2 less iterations than
random initialization. This also reduces the complexity of the
algorithm.

IV. BASELINE SCHEMES

In this section we provide two baseline schemes for com-
parison. One is the multi-block training scheme which works
similar to half duplex training. The other is the conventional
cross-correlation channel estimation method for ISI channel.
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To compare to the proposed one-block training scheme,
we propose another training scheme that takes multiple trans-
mission blocks in the training. We discuss how the traditional
LS method is applied in the full duplex system. The training
phase adopts a relay protocol similar to half duplex which
is different from the protocol of the data phase. We still do
not assume any feedback channel here. The training consists
of four phases. In phase 1, the two sources transmit their
training sequences x ¢ and xy; with length N simultaneously.
Meanwhile, the two sources receive what they transmit. The
relay only receives in this phase. The received signals at
source 1 and the relay are yp; and y,. We have

yp1 = huix1t + vpii,

Yo = hiexie + horx o + vprr 21

The RSI channel h1; can be estimated by source 1 itself.
Phase 1 costs one-block time which has Nj symbols.

In phase 2, the relay scales the received signal from phase 1,
then transit this processed signal. The two sources only receive
the signal from the relay. The received signal at source 1 is

Ypo = a1hny, +np21 = pmX1ic + gmX2t + dmVp1r + VP21,
(22)

where pm = aihrihir, gm = a1hrhor, dm = a1hy and a =
VP /2P + ).

Through yp,, source 1 can estimate two cascaded channels.
Phase 2 takes another N1 symbols. In the first two phases the
relay works in half duplex mode. The sources only do full
duplex at phase 1. Since the training sequence in phase 2
depends on phase 1, the time cost of phase 2 is also Nj
symbols

From the above two phases, the only unknown channel to
source 1 is the RSI channel A, at the relay. If a feedback
channel from the relay to source is possible, in phase 3
the relay could transit and receive its own training signal
and estimate /., then feedback its estimates to the sources,
which is more easier to operate. However, we do not assume
feedback channels due to practical reasons. Thus the relay
needs to transmit training signal that contains Ay to the
sources. Assuming the training sequence sent by the relay is
xr with length Nj, the relay transmits it to the sources in
phase 3. The received signal is

Yp3 = hr1 Xy + vp3. (23)

In this phase /;1 can be estimated at the source. At the same
time, the relay receives its transmitted signal which will be
used in the last phase.

In phase 4, the relay transmits its received signal from the
last phase, and we have

Yp4 = hr10x + 02h1vp3: + Vpy, (24)

where 6 = ozhyy and az = /P /(Pio2 + 1).

Source 1 is able to estimate the individual channel /Ay
through yp; and then recover the other individual channels.
The estimate of # can be obtained by using yp,. Phase 3
and phase 4 cost another two transmission blocks with block
length N,. If we assume Ny = N, = N/4, then the training
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overhead of the multi-block scheme is the same as that of

the one-block scheme. Both estimators achieve estimating the

individual channels and the RSI channel at each source node.
The estimators are given as follows.

-1

= (xfixn)  xfiye, (25)
har” = (X{xn)” Xlye (26)
ﬁrl = (xft’xn)_lxgym, 27)
b= (x{fxn)f1 xH you /i, (28)

where Xt = [x1¢ X2t].

The multi-block scheme is not a bandwidth efficient scheme
since it works in half duplex mode. However it has some
advantages. First with the switch between the half duplex and
full duplex, linear estimator such as LS and MMSE can be
applied for channel estimation, in which case we do not need
to design special estimators for the system. Second, when the
block length in the multi-block scheme is the same as it in
one-block scheme, the mean square error (MSE) performance
is better than the one-block scheme. Thus, in the multi-block
scheme the MSE is improved at the cost of bandwidth.

Another baseline scheme is the correlation method. Using
the same signal model in (8), the cross-correlation method
for ISI channel can also be applied by treating the taps as
different parameters. By using training sequences which has an
autocorrelation function that is approximately a delta function,
the estimator can be obtained by doing the cross-correlation
between the received signal and the training sequences. The
parameters &1 = [p,q.d, h11,01, - - ,0:._117, where 6; =
@' but is treated as different parameters, can be estimated. We
directly use the estimate of 8; as the final estimates of § with-
out investigating the the relationship between the channel taps.

V. CRAMER-RAO BOUNDS AND ANALYSIS OF THE
FISHER INFORMATION

A. Cramer-Rao Bounds for One-Block Training Scheme

The Cramer-Rao bound is used to evaluate the fundamental
limits of each training scheme. We obtain the Fisher informa-
tion matrix (FIM) through the second order derivative of the
likelihood function. We use complex derivatives [27] to find
the FIM. We define § =[p q 0 d hi1117, which has the same
parameters as @, except each entry is a complex variable. The
FIM is given by

(29)

F(’;’):E[af of }

" og”
The (m, n)th element of T is given by
out _on _,0C _,0C
Ln = C'—+u|C'—C . 30
m=og v\ gt ) Y

We first begin with the diagonal elements of the FIM. For p
and ¢, we have

optl o oC oC
Iy = s C*I—’L—}—tr c' —c ' =
op* op op* op

€1V
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Ty =x2HYC "Hyx,. (32)

Both u and C contains 6, so

optl 0 oC oC
F33 = r Cil—l’l’ +tr ((:1—(:’1 _)

00* = 30 20% 30
= (px1 + gx2 +dx)" B C™' By(px) + qx2 + dx)
+ld|* o (C*‘Hng’C*‘BgHg’), 33)

where By = % is also an N x N Toeplitz matrix given by
the first column [0, 1,26, ---, (L — 1)0%=2,0,---,0]7 and
the first row [0, 0, - - - , 0]. For d, it is similar to the case of §
since it appears in both x and C,

opt b b b
Iy = s C_l—M+tr(C_1—CC_1—C)

od* ~  ad od*~  ad
=x"HJC 'Hyx,

+|d|2(;;‘tr(c—ngHng‘lHeHg’), (34)
and last for hqq,
ont | op _,oC _, oC
[ss = c!'—yulc!'——c'—
= S ey " ohy, ohn
=xH M J'x,. (35)

Other elements are given in Appendix B. We focus on these
diagonal elements because we will analyze how the channel
parameters affect the Fisher information in Section V-B.

The CRBs are given by the diagonal elements of inverse of
the FIM such that

CRBg =tr (r*‘). (36)
In particular, CRB, = [T ~']1, CRB; = [T "']»2, CRBy =
[T~ '133, CRBy = [T '144, and CRBy,, = [T~ ']5s5 where
[Alm, denotes the (m, n)th element of matrix A.

We also derive the CRBs for the multiple transmission
blocks training case in Appendix B for comparison with
the CRBs of the one-block training scheme.

B. Analysis of the Fisher Information

In this subsection, we anaylze the Fisher informa-
tion for the one-block training scheme by using Szegd’s
theorem [28], [29] to see how the channel parameters and
transmit powers affect the estimation, in the regime where the
training length N is large. The asymptotic behavior of Toeplitz
matrix Hy can thus be analyzed. Define

() = > el (37)
k=0

where t, = 0% for k = 0,---, L — 1 and otherwise # = 0.
Thus, Hy = Tn(t(1)) as N — oo. Since Hy is a banded
Toeplitz matrix, 7(4) becomes

L-1 ;
ok 1—0kellt 1
() = 0Fel = = g
k=0

1 —0Qei* %)
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where 9L ~ 0 by our assumption of channel energy
in Section III-A. The covariance matrix C is

C = d)?e2T Nt ()T N () + o2 y. (39)

Without loss of generality, we set avz = 1. According to
Szegd’s theorem, the product of two Toeplitz matrices and
the inverse of a Toeplitz matrix are Toeplitz matrices asymp-
totically. Thus we have

C = dPTn(t()?) + Iny = Tn(|d*t(D))* + 1), (40)

1
cl=r _ ).
N(|d|2|ru)|2+1)

Theorem 1: The Fisher information of the cascaded
channel p is an increasing function of the absolute value of
the RSI channel 4, a decreasing function of the relay transmit
power P. and the individual channel /1, and an increasing
function of the source transmit power P asymptotically when
the length of training goes to infinity with fixed training
energy.

Proof: The Fisher information of the cascaded channel p
in the one-block training scheme from (31) is

(41)

i =x1Tn@A)Ty ( ) Ty (t*(A)x1
(42)

)x1 < maxl|X|%, (43)

ld|2[t(D)1* + 1

_, ( (2]
IR NPTETTP) (e

. . . 1112
where #max is the maximum eigenvalue of T y (MJ(&%)
When N — oo, we have

r(DI1 1
aX —————— = max —
[dPIEDP+1 0 1dP2 + (1 = Gel?]?
1
P2+ |1 — 101

Nmax =

(44)

with A equals to the minus phase of 8. Therefore, the Fisher
information can be expressed in terms of the channel parame-
ters and power scaling factor a,

E¢

I'n= 75
a2l |2+ |1 — ol hy|

(45)

where E; = ||x1||? is the training energy and is kept to be a
constant.

From the derivation of a to keep the stability of the system
in Section III-A, we conclude that E[|0|%] = o2E[|hx|?] < 1.
Proper a can be chosen by using fixed gain margin to satisfy
this condition. Thus |#| < 1 and |h| has a constraint related
to a. Therefore, for a constant a, ' is an increasing function
of |hy|. It is also a decreasing function of a. Since a grows
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with P; and decreases with Ps, I'11 is a decreasing function
of P, and an increasing function of Ps. O

Theorem 1 shows large value of the RSI channel gain
increases the Fisher information of the cascaded channel and
makes it easier to estimate. On the other hand, I'y; is a
decreasing function of @, we can say that increasing P; does
not help to estimate the cascaded channel but increasing P
does.

Theorem 2: The Fisher information of the RSI channel
hyr is an increasing function of |Ay|, the absolute values of
both the cascaded channels, and the power scaling factor o
asymptotically when the length of training goes to infinity
with fixed training energy. _

Proof: Define By = T y(g(1)) where g(1) = %
Function g(/1) is obtained similarly to #(1) by using the sum
of a geometric sequence and 8% & 0. Then, from (33), the
Fisher information of the RSI channel can be represented by
Toeplitz matrices as (46) and upper bounded by (47), shown
at the bottom of the page.

For the first term in (47),
‘1T|9||2(‘d|12+‘17|9|l;)' Tl}e secogd term comes from tbe asymp-
totic property of Toeplitz matrix that the trace of it is equal to
the integration of the function that characterized it. Simplifying
the integral we have

/2” HONIO!
o (4Pt +1)?

the maximum value is

2r 1
= |, TR
In the full duplex two-way relay system, we assume Pr > P
since Ps is the received power at the relay which incorporates
the pathloss. Thus a? > 1. Note that |0 < 1, we have |d|* =
aZ|he1]? > |1 — 0e/*)2. We can approximately calculate the
integral as

1 [ 1
— : ___dJ 49
271'/0 |1 —0ei*|2(|d|? + |1 — 0ei?|?2)2 (49)

~ 1/2” 1 W 1 1
2w Jo 11 —0e Pld*T T 1d1* (10]+ D)|10] — 1]

(50)
The Fisher information of the RSI channel 8 becomes
s = CEQhnhl + [hnhal + ha %)
11— alhuel [ @21 |2 + |1 = alhl?)
+ E : (51)
Py(alhe| + Dlalhn| — 1|
O

I'33 is an increasing function of a so that increasing P;
helps to estimate h, while increasing P; does not. I'33 is

_ H lg(M)P? ) 4 ( ( lg(W) P11 ))
I33 = (px1+qx2+dx)" Ty (|d|2|t(/1)|2+1 (px1 +qx2 +dx;) + |d|*tr (T WP DR + 12 (46)
2 2 2 2 2 2 lg()I? ) 4 Et /2” lg() 21t ()12
= (1pPIx11P + 1q il + 1d 2] [2) max (7|d|2|l(/1)|2+1 s | Gamior s et @D
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lgDI* -1
Lairr = I'33 — [y, = (pH H dx) Ty (—2—~——— ) (pH H d
difft =T33 —Tg, = (pHox1+ qHpx2 + dx;) N(Idlzlt(i)lerl (pHox1 + qHpx2 + dx;)
I
1D (g2 — 1)
+ |d*tr (T ( . 54
P TN i + 12 oY
I'p
lg()I* -1
r <( 2|1x 2+ 2||x 2—|—dzx 2)max(7
a < \IpI7llx1ll” + gl lx2l1” + 1d] 7] x| PENRIEES
1-(1-op*
= (IpPllx11? + la P12 + 4P x]1) : (55)
( P =102+ 0 =104
also a function of |A;| and it increases with growing |hy|. and thus we have Dy = T y(e/ i). The Fisher information

That means larger RSI channel will make itself easier to
estimate. Lastly, ['33 is an increasing function of channel gains
between sources and relay, thus large channel gains increase
the accuracy of the estimate of hy;.

Theorem 3: The Fisher information of the individual
channel 4. is an increasing function of the absolute value
of the RSI channel &, a decreasing function of the power
scaling factor a, and a decreasing function of the absolute
value of h;; asymptotically when the length of training goes
to infinity with fixed training energy.

Proof: Similar to the above two proofs, for the relay to
source channel h;1, we have

E, . E
4 = .
@2lhal? + |1 — alhgl)?  Polalhnl + Dlalhx| 1|
(52)

The first term of (52) is the same as (45). The second term
is similar to the second term in (51) and can be obtained by
using (48) to (50). O
The affects of RSI channel and a to estimating A, are
the same to the cascaded channel case. However the Fisher
information of A1 contains itself so that it will be harder to
estimate the channel when it has large absolute value.

C. Exploiting the Structure of the Related Channel Taps

To show the advantage of exploiting the channel structure
created by the RSI feedback, we compare the Fisher infor-
mation of the RSI channel 6 corresponding to two channel
assumptions in one-block training scheme. In the first case, the
structure of geometric sequence ISI channel taps is considered,
while in the other case the channel taps are treated as different
parameters (not necessarily a geometric sequence). We will
show that exploiting the channel structure has larger Fisher
information than treating the taps as different parameters.

We first look at the Fisher information of treating the taps
as different parameters. The parameter vector for this case is
defined by &gy = [p,q,d, h11,61, -+ ,0.-1]7, where 6; are
independent channel taps. The Fisher information of p, ¢, d,
and A1 are the same as the Fisher information of exploiting
the channel structure. Let the partial derivative of Hy with

respect to #1 be D1 = a;;llg =J9. Djisalsoa Toeplitz matrix

for 6 is similar to (33) which is

To, = (px1 +qx2 +dx)" D C™'D\(px1 + gx2 + dx;)
+ld*o e (C”H@D{’C”Dmg’) . (53)

Theorem 4: With designed training sequences, the Fisher
information of € is greater than that of 8; by I'gif which can
be approximated in closed form, when training length goes to
infinity.

Proof: The difference of the two Fisher information is
[gire in (54), shown at the top of the page.

For the first term of (54), we have the inequality in (55),
shown at the top of the page. The equality holds when the
training sequence is the eigenvectpr2 corresponding to the
maximum eigenvalue of Ty (\d‘é\(tﬂ()%) which is given
by LN[l,eﬂ”,ef“” oo, ed2r(N=D1T " Note that 10| < 1,
therefore, by choosing the training sequence, the first term
of the difference is greater than zero.

For the second term, first we calculate

[ AP A o 2
g/o lg(D)] di—(m-mgn(l — 10| ))~ (56)

Then, the integration in I, can be approximated by using
integration by parts and the results from (48) to (50) and (56),
we have

I, = -1 -0 _L/Z’f (g
IL=01* 01+ D101 = 1] 27 Jo |1 —0el*?
_ 1—1-0* 1 [2* —4]0]sin A
T 1= 01301+ D]Io] - 1 _E/o 1= e’

(57)

1—1-09 , 58)

S L=01*(101 + D]l - 1

where the second term in (57) is zero since it is an odd function

over [0,27]. I'y > O for || < 1. Thus, Tgiff = I'a + I'p > 0.

O

The Fisher information of related channel taps is larger

than independent channel taps, regardless of estimators so that

exploiting the structure arising from the RSI channel increases
its Fisher information.
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Fig. 3. MSE of the multiple-block training scheme.

VI. NUMERICAL RESULTS

In our simulations, we first setup a set of parameters and
keep it unchanged for all the training schemes. We set the
relay power P, = 40 dB and the RSI variance o2 = —20 dB.
If the original self-interference channel has unit variance, then
the RSI variance o2 represents the ability of self-interference
cancellation to reduce the interference power. We first simulate
the MSEs of estimates of the channels to show the perfor-
mance of the ML estimator in the one-block training scheme
with training length N = 100. Figure 2 shows the MSEs
of different channel parameters. For the cascaded channel,
we plot the MSE of hcas = hrihir = p/a which is the
channel without power scaling factors for comparison with
other schemes. The other cascaded channel ¢/a is omitted
since it has a symmetric position to p/o and similar results.
In Figure 2 and 3, h; represents the individual channel from
the relay to source 1, and Ay and A1 are the RSI channels in
the relay and source 1 respectively. The MSEs are compared
with the CRBs obtained by (31) to (35). It can be observed
that there is a gap between MSE and CRB because the block
length which is also the overhead in the one-block scheme
N is not large enough. Since the ML estimator is asymptotic
efficient, i.e. achieves the CRB as N goes to infinity [27],
we expect this gap to close for large N.

The MSEs and CRBs for the two baseline methods are
also simulated. Figure 3 shows the performance of the LS
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Fig. 5. Comparison of CRBs of A+ with and without exploiting the structure
of related channel taps.

estimator in the multi-block training scheme. Here we set
N; = N> = 100 which means this scheme has the same
training block length as the one block training scheme. To
keep a fair comparison, the training power of the relay in the
multi-block training is P, = Ps, same as the one-block training
scheme.

In Figure 4, the MSE performance of the cascaded chan-
nel hc,s for different training schemes are compared. If the
overhead of training is kept the same, which means the
N1 = Np = N/4, the one-block training scheme has better
performance than the multi-block training, and the cross-
correlation method. However, the multi-block training scheme
outperforms the one-block training scheme when the training
block lengths, which is fixed, of both schemes are the same.
This is expected since the LS estimator keeps the same
transmit power as the ML estimator for both nodes but takes
four times the transmit time for training. When the overhead
increases, all the schemes have lower MSEs.

The CRBs of the RSI channel A, for different schemes are
shown in Figure 5. The MSE of A, for the cross-correlation
method is also shown in this figure. The cross-correlation
method has large gap between the MSE and CRB because
the autocorrelation function of the training sequence is not a
perfect delta function with limited training length. The CRBs
with and without exploiting the structure of related channel
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taps are also compared. Exploiting the structure has lower
CRB than treating the taps as different parameters in one-block
training scheme. We also see that the CRB of the multi-block
training scheme is higher than those of one-block training
scheme when overhead is fixed.

In Figure 6, we compare the Fisher information calculated
by (45), (51), and (52) and that from simulation results. The
Fisher information I'y, I'33, I'44 are for the cascaded chan-
nel Acas, RSI channel Ay, and the individual channel /4 in the
one-block training scheme respectively. The figure shows I';
and I'44 decreases while I'33 increases with increasing |h,1],
which verifies Theorem 1 to 3. We can conclude from Figure 6
that large gain of the individual channel helps to estimate
the individual channel and it does not help to estimate the
cascaded channel and the RSI channel. We set training length
as N = 100 in this simulation. There is a gap between the
simulated Fisher information and the analytical one since the
analytical Fisher information expression is obtained in the
asymptotic regime when N is large. For I'1; and I'44 the gaps
are negligible and for I'33 the gap is within a factor of 1.3.

The difference in Fisher information with the channel struc-
ture versus treating the taps as individual variables, which
is [giff, is also simulated and compared to that calculated
from (55) and (58) in Figure 7. When using N = 100 in
the simulation, the gap between the theory and simulation
for the difference in Fisher information is around a factor
of 1.6, illustrating the usefulness of (55) and (58). From the
simulation we observe that the analysis of the asymptotic
behavior of the Fisher information is close to the simulation
results. Figure 7 verifies Theorem 4 which asserts that taking
the channel structure into account is always better than treating
the taps as individual variables when estimating the RSI
channel. Figure 7 also shows increasing P; helps to estimate
the RSI channel which is concluded in Theorem 3.

To illustrate the benefit of canceling RSI at the receiver
by using the estimates of #, BER performance with differ-
ent detectors are simulated. We implemented two detectors:
(i) an equalizer using Viterbi algorithm which uses the full
information of channel taps, (ii) a matched filer with the
strongest channel tap. In this simulation, estimated CSI are
used. We also simulate the effect of noise whitening. Figure 8
shows the comparison of BER of the two detectors with a fixed
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relay power P; = 40 dB. Define the signal to interference ratio
at relay as

2P,
Pl

E [|h1ex1aln] + harxoaln]|?]
tra[n]

Note that o2 is the variance of the RSI after the
self-interference cancellation at the relay. Since Ps actually
represents the power of the source transmitted signal arriving
at the relay, according to the data reported in [3] and [11],
it could be much smaller than the self-interference power from
the relay itself, even after some method of cancellation. This
case become more severe when the full duplex transceiver
is a base station. Thus SIR; can be negative in dB scale.
Figure 8 shows the BER performance for different detectors.
For the whitened noise case, the Viterbi equalizer outperforms
the matched filter detector by about 1.5 dB in this important
low SIR regime showing that the ISI due to the RSI cannot be
ignored. This advantage decreases with increasing SIR since
the RSI becomes lower. There is also a gap of about 1dB
between the two matched filter detectors with and without
noise whitening. Thus, whitening the noise not only limits the
maximum signal power but also improves the BER. It shows
one advantage of estimating the individual channel rather than
only estimating the cascaded channel. However, when SIR;
increases, the gap between the equalizer and matched filter
decreases since RSI becomes rather small and the ISI effect
can be ignored.

SIR; =

(59)
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Fig. 9. BER performance for different combinations of Pr and Ps.

Figure 9 shows the BER performance varying with P;. For
a fixed P, the BER first reduces and then goes up with
increasing P;. The destination source will have high SNR
when the relay transmits with large P; so increasing it helps
to improve the BER performance. However, continuing to
increase P; results in worse BER because the RSI power is
also related to P; and the desired signal is overwhelmed by
interference when P; is too large. On the other hand, for a
fixed P, increasing Ps always reduces the BER because the
SIR; is proportional to Ps. In summary, increasing Ps always
helps to improve the BER but increasing P; does not; BER
first decreases and then increases since the RSI also increases
with P;.

VII. CONCLUSION

The one-block training schemes and two baselines for full
duplex two-way relays are proposed in this paper to obtain the
CSI in the presence of RSI. With one-block training scheme,
an ML estimator is derived to estimate the cascaded channel,
individual channel as well as the RSI channel simultaneously.
The BFGS algorithm is used in the calculation of the ML
estimator. The initialization and convergence of the algorithm
are also discussed. The two baselines, the multi-block training
scheme with LS estimator and the cross-correlation method,
are proposed for comparison. The CRBs for the three schemes
are derived. By using the asymptotic properties of Toeplitz
matrices, how the channel parameters and transmit powers
affect the Fisher information is analyzed. We also showed ana-
Iytically that the Fisher information of exploiting the structure
of the channel taps is greater than that of treating the taps as
individual variables.

APPENDIX A
GRADIENTS USED IN THE BFGS METHOD

We derive the gradients used in the BFGS method in this
appendix. Before that the following derivatives are needed.

on on .

% = Bg(Xth + dxr), aey = ]Be(Xth + dxr), (60)
oC 2 2 H H

5. = Il (BgHg + HyB! ) (61)
oC . 2 2 (. H : H

59, = ldlo; (jBoHf - jHoBY), (62)
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where By = % is also an N x N Toeplitz matrix given by

the first column [0, 1,26, -+, (L — 1)0%£=2,0,---,0]7 and
the first row [0, 0, ---, 0].

The gradients for both real and imaginary part are needed
as inputs of the algorithm. The gradients of p, and p, are

0

Vfp = 6;; = —2Re [(yl - ;L)HC_lHaxl] , (63)
0

Vi = —agy = —2Re |:(_y1 _ M)HC*leé)xl]. (64)

The derivatives of g are similar to those of p only by replacing
x1 with x; in (63). The derivatives with respect to i1 are

— of — He~—1 qu
Vi = gy = 2R [ = w"CT ] (69)
0
V fin, = 6h{1y = —2Re|(y —w"C'jI ] (©6)

For d, it’s involved in both g and C, thus

Vi, =tr (ZdXC”HgHg’) — 2Re [(y1 - ,L)”C”ngr]
- —wCcT QdHgHHC  (yy — ), (67)

Vi =tr (2dyc—1H9H§’) —2Re [(y1 - [L)HC_Ingxr]
-y —wCc ' QdyHyHC (y; — ), (68)

and @ is similar to d for which we need the derivatives of u
and C with respect with it. Using (60) and (62), we have

Vfp =tr (|d|2a§C*1 (B(;Hgl + H9B§’>)
—2Re [()’1 —wACT ' By(px1 +qx2 + er)]
—1dPoR(yi —w" " (BoHY + HoBY))
x C~ ' (y; — ), (69)
Vo, = tr(|d|2anzC_1 (ngH{,I’ - ngBgf))

—2Re[(yy = W€ Boj(px1 +gx2 +dxo)
—1dPo(yy — w"C " (jBoH — jHyB])

x C ' (y; — m). (70)

APPENDIX B
ELEMENTS OF FISHER INFORMATION MATRIX

For the one-block training scheme, elements for the FIM
can be obtained by (30). We derive all the I',,, m # n here.
For different (m, n), they are given by the following.

', = xf’HglC*Ingz,

I'z = xf’HglelBg(pm 4+ gxy +dx;),

Ty =xPHIC"Hyx,, Tis=xTH[C'J"x),
Iy = xngglelBg(pm 4+ gxy +dx;),

HHEC "Hox,, Tys=x{HICT"J"x,
T35 = (px1 +qx2+dx)BEC™ J'x,,

Tus = xPHECT Vx4,

T34 = (px1 +qx2 +dx)! B C™ " Hyx,

+d*\dPo (CT HoBY € HoH),

[y =

(71)

and Ty, =T,
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We also derive the CRBs for the multi-block training
scheme. Put (21) to (24) together to form a new received signal
vector as

T
ImM = [ygz yg4 yg3 ygl ] ) (72)
The mean of y), is given by
T
v = [MIZ; I’l’g ”’Z;l ”’Zu :| ’ (73)

where wy, = pxic+ qxa, pg = h0xy, Kp, = hr1xy, and
Ry, = hix.
The covariance matrix of yy; is

c, 0 0 0
Cu— |0 Co 0 0
M=1o0 o ¢, ©0
0 0 0 Cp,
a?lhn)? +1 0 0 0
2 2
s 0 a3ha?+1 0 0
= 0 0 1 o] ®Iv
0 0 0 1
(74)

where ® denotes the Kronecker product. py, is a 4N x 1 vector
and Cy is a 4N x 4N diagonal matrix due to the uncorrelated
noise in yl\?

Define €™ = [p ¢ 0 hy hy11]7. The likelihood function is
p (yM: E‘M)) = W] P (—(ylvl—mvl)'L’Clﬁ1 (ym — MM))~
(75)
The (m, n)th element of the FIM is given by
™) _ oM o1 DMy Torf ¢3! oCm_ 1 9Cm
"oyt M ag™ Moy M ag™
(76)

Only the diagonal elements, Fg/l), and Fg;/[) are not zero. Thus

the inverse of the FIM can be obtained by finding the inverse
of a partitioned matrix. Define D = Fﬁ/l) Fg[) — l"g/l)l"g}d).
The CRBs are given by the diagonal elements of inverse of

the FIM, thus

CRBM = _(F(M))_l:” = 13/D,

CRBM = :(1"‘M))_1_22 =T1)/D,

CRBM — :(r(M>)’1:33 =1/T33,

CrRBM = :(r(w)*l: , =1/ Taa,

CRBM = '(r(M))‘l: = UTss. (77
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