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COUNTERSPEECH AS A METHOD IN COMBATING ONLINE HATE SPEECH IN 

TURKEY: AN ONLINE SURVEY EXPERIMENT 

ABSTRACT 

With rapidly developing and changing technologies, online platforms transformed into 

a place where internet users can state their thoughts and opinions. Even though this 

feature represents a unique communication opportunity, it has also brought many strains 

alongside. One of these challenges is online hate speech, which can generate violence 

offline. Therefore, civil society organizations (CSOs), governments, institutions, social 

networks, and individuals create new strategies and methods to tackle it and reduce its 

effects. One of the potential solutions for this problem is counterspeech. As a method, 

the popularity of counterspeech has been enhancing daily. Yet, there is a dearth of 

research analyzing its effectiveness, particularly based on refugees. This thesis fills this 

gap by testing the effectiveness of counterspeech on Twitter in preventing people from 

posting hateful comments about refugees. Based on a survey experiment (N=181) 

conducted online in Turkey, with two conditions: (1) exposure to empathy-based 

counterspeech comments versus (counterspeech condition) (2) who were exposed to 

hateful comments (hate speech condition). Results suggest that there is a statistically 

significant relationship between these two conditions. In other words, the level of 

generating hostile messages in Twitter were higher among those who viewed hateful 

comments than those in the counterspeech condition. This result shows not only that 

counterspeech has an essential role in combating online hate speech but also will play a 

pioneering role in designing various hate speech combating methods developed by 

CSOs in Turkey in recent years. 

 

Keywords: Online hate speech, hate speech, counterspeech, refugees, Twitter, online 

survey experiment, social media platforms 
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TÜRKİYE'DE ÇEVRİM İÇİ NEFRET SÖYLEMİYLE MÜCADELEDE BİR 

YÖNTEM OLARAK KARŞI SÖYLEM: ÇEVRİMİÇİ ANKET DENEYİ 

ÖZET 

Hızla gelişen ve değişen teknolojiyle beraber çevrim içi platformlar internet 

kullanıcılarının düşünce ve fikirlerini belirtebilecekleri bir alana dönüştü. Her ne kadar 

bu özellik eşsiz bir iletişim fırsatı sunuyor olsa da beraberinde birçok zorluğu da 

getirmektedir. Bu zorluklardan birisi de olumsuz etkileriyle çevrim dışı ortamda da 

karşılaştığımız çevrim içi nefret söylemidir. Bu sorunla mücadele etmek ve etkilerini 

azaltmak için sivil toplum kuruluşları (STK), hükümetler, sosyal ağ sağlayıcıları, 

kurumlar ve bireysel aktivistler yeni stratejiler ve yöntemler geliştirmektedir. Bu 

yöntemlerden birisi de karşı konuşmadır. Her ne kadar karşı konuşmanın popülaritesi 

her geçen gün artıyor olsa da özellikle mülteciler özelinde bu stratejinin etkisini ölçen 

çalışma sayısı oldukça kısıtlıdır. Bu çalışma ile Twitter'da mültecilere yönelik üretilen 

nefret söylemleriyle mücadelede karşı konuşma yönteminin etki bir yöntem olarak 

kullanılıp kullanılmayacağı test edilecektir. Çevrim içi anket deneyi (N=181) yöntemi 

ile (1) mültecilerle ilgili empati ve yeniden insanlaştırma temelli karşı konuşmaya 

maruz kalanlarla (karşı konuşma koşulu) (2) mültecilerle ilgili nefret dolu yorumlara 

maruz kalanların yorum yapma davranışları analiz edilerek, karşı konuşmanın etkisi 

ölçülecektir. Sonuçlar, katılımcıların mültecilere yönelik var olan fikirleri kontrol altına 

alındığında, sadece karşı konuşma içeren yorumlara maruz kalanların, nefret söylemi 

içeren yorumlara maruz kalanlara oranla daha az nefret söylemi içeren yorum ürettiği 

gözlemlenmiştir. Bu sonuç, karşı konuşmanın sadece çevrim içi nefret söylemiyle 

mücadelede önemli bir rolü olduğunu değil aynı zamanda son yıllarda Türkiye'de 

faaliyet yürüten STK'lar tarafından sıklıkla gündemleştirilen çevrim içi nefret 

söylemiyle mücadele tasarımlarında karşı konuşmanın öncü bir role sahip olacağını 

göstermektedir.  

 

 

Anahtar Sözcükler: Çevrim içi nefret söylemi, nefret söylemi, karşı konuşma, 

mülteciler, Twitter, çevrim içi anket deneyi, sosyal medya platformları 
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1. INTRODUCTION 

While social media platforms offer many benefits, e.g., limitless and low-cost 

communication all over the world, generating income, endless entertainment and 

sharing ideas and thought worldwide; it is also a sphere that allows people to 

disseminate their hateful ideas and beliefs. With the advancement of digital 

technologies, access to the internet and these platforms have become easier. Yet, the 

ease of sharing hateful thoughts on social media platforms and the visibility of them 

have also rapidly increasing. 

 

In 2015 the Council of Europe's (CoE) Anti-Racism Commission described online hate 

speech as a phenomenon and a growing problem in many countries (Bakalis 2015 

11). At the same time, reports published by Facebook, Instagram, Twitter, and YouTube 

also indicate a rise in hate speech on social media platforms. Between January and 

March 2021, 85,247 videos on Youtube, 25.2 million pieces of content on Facebook and 

6.3 million pieces of content on Instagram were removed or flagged for violating these 

social media platforms' hate speech policies (United Nations Educational, Scientific and 

Cultural Organization [UNESCO] 2021, 6). It is seen that there is a 427% increase in 

the number of removed contents by Instagram between 2019 and 2020. Similarly, while 

YouTube removed 2,144,667 contents in 2019, this rate increased to 5,048,897 in 2020 

(Reboot 2020). A similar situation is seen in Twitter's transparency report. Between July 

and December 2020, the number of accounts removed from Twitter for violations of its 

hateful conduct policy had increased by 77%, from 635,415 to 1,126,990, the highest 

number in recorded history (Twitter 2021). In Turkey, 36,578 pieces of content was 

removed in the first half of 2021 (Twitter Transparency Report of Turkey June 2021, 4), 

while in the second half, 43,430 pieces of content was removed by Twitter on the 

grounds that it was against its hate speech policy (Twitter Transparency Report of 

Turkey January 2021, 6).  

 

There is no definition for hate speech that is internationally accepted by all, but it has 

mostly manifested itself in different forms through a variety of expressions, e.g., calls 
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for discrimination or exclusion, using harmful stereotypes, incitement to violence or 

hostility, insulting, misinformation, demonization, dehumanization of a group of people 

based on their race, ethnicity, gender, sexual orientation, religious grounds, age, 

national origin, gender identity, caste or disability and immigration status (Allan 2013; 

Garland et al. 2020, 3; Twitter 2021; YouTube 2019; Weber 2009). According to the 

existing literature, online hate speech is frequently directed toward marginalized groups 

(Kim, Sim, and Cho 2022, 3), e.g., women (Saha et al. 2018), the Lesbian, gay, 

bisexual, transgender, and intersex (LGBTI+) community (Strand and Svensson 2021), 

immigrants and refugees (Dinar et al. 2016). Hateful ideas against these groups can be 

disseminated through comments, memes (images and videos), and posted publicly 

or/via closed messaging applications on online platforms (Miškolci et al. 3). 

  

Particularly after the Syrian civil war, the number of asylum seekers and refugees1 

increased rapidly worldwide (The Refugee Project 2020). As a result of that, these 

groups are perceived as an economic burden, a security risk and a threat by host 

countries (Pak and Elitsoy 2020, 581; Çoşkan, Erdugan and Oner-Ozkan 2022). Since 

Turkey hosts the highest number of refugees worldwide, with more than 3.7 million 

(United Nations High Commissioner for Refugees [UNHCR] 2021), negative attitudes 

towards refugees are encountered both offline and online (Müller and Schwarz 2021, 

2132). In 2014, a group of young people who wanted the Syrians to leave Turkey 

organized on social media platforms under the "#Idon'tWantSyriansInMyCountry" for 

the first time and gathered to protest in Kahramanmaraş, Turkey. During the protest, the 

group attacked a car with a Syrian family and wanted to lynch them, and signs of some 

workplaces belonging to Syrians were also taken down (Hürriyet 2014; NTV 2014). 

  

As exemplified above, the spread of hate speech content brings several negative 

consequences. These consequences not only end up in hate crime but also implicate 

psychological harm and social problems, e.g., depression, anxiety, drug abuse, 

polarization, extremist mobilization and radicalization (Chaudhary, Saxena and Meng 

 
1 In this thesis, refugees are identified based on the definition of The United Nations Refugee Agency 
(The UN Refugee Agency). "Refugees are people who have fled war, violence, conflict or persecution 
and have crossed an international border to find safety in another country.” (The UN Refugee Agency, 
n.d.).  
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2019, 3-4; Cinelli et al. 2021; McDoom 2012). Therefore, social media companies, 

CSOs, governments and individual activists develop strategies to combat online hate 

speech and reduce its impacts, e.g., removal of hateful content, automated content 

moderation and censorship or banning an account. However, these strategies could 

generate different consequences, including damaging or abridging the freedom of 

speech, causing the spread of hate to other platforms instead of removing it and 

technical difficulties (Garland et al. 2020 3; MacAvaney et al. 2019). To curb these 

results, counterspeech is becoming more and more popular as a rising alternative 

strategy to combat online hate speech (Hangartner et al. 2021, 1). The thesis focuses on 

the potential of counterspeech in alleviating the consequences of hate speech online.  

  

Counterspeech is a direct response given to hateful comments by online platform users 

(Benesh et al. 2017, 24). The purpose of the counterspeech is to curb the spread of 

hatred online, reduce its effects, as well as impact and change the users' behavior 

(Buerger 2020, 2). As with hate speech, counterspeech also comes in different forms, 

e.g., correcting misinformation in hateful messages, supporting victims, developing 

neutral comments, interacting (like, comments, resharing) with other counterspeech 

messages, and explaining the consequences of hate speech (Garland et al. 2020, 3). 

 

Despite a growing number of groups and individual activists that use counterspeech to 

struggle against hatred online, e.g., #jagärhar (#iamhere), @pangazar (Flower Speech), 

@YesYoureRacist (Dangerous Speech Project n.d), there has been no such effort made 

to respond directly to hatred online in Turkey. Despite the increase of using this method 

around the world, the experimental evidence testing the effects of counterspeech as an 

intervention is quite limited. In the case of Turkey, most of the studies related to hatred 

online are based on discourse analysis (Erdoğan-Öztürk and Işık-Güler 2020; Erbaysal-

Filibeli and Ertuna 2020; Aslan 2018; Süllü-Duru and Yılmaz-Altuntaş 2019). In this 

sense, this study will be the first research in Turkey conducted on the effectiveness of 

counterspeech by using the online survey experiment. With this thesis, I aim to 

demonstrate whether counterspeech can be used as an effective method in Turkey to 

combat online hate speech by asking the following research question: Do participants 
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who are only exposed to empathy-based counterspeech comments write less hate speech 

than those who read only hateful comments against refugees on Twitter? 
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2. LITERATURE REVIEW 

The primary purpose of this study is to understand whether the counterspeech method 

can be used as an effective strategy to combat online hate speech in Turkey. Recently, 

there have been a lot of studies worldwide on hatred online and how to best counter 

it. In Turkey, despite having conducted several studies with regards to online hate 

speech, there has been no systematic research into developing an effective method to 

combat this serious problem. This chapter will briefly give background information 

about offline and online hate speech, studies conducted on online hate speech in Turkey, 

and a general framework about counterspeech and the research done on this topic. 

Finally, I will list the objectives and the scope of the study along with the gaps that I 

aim to fill within the existing research literature.  

 

2.1 Hate Speech   

 

Even though several studies have conceptualized and identify hate speech in different 

disciplines, e.g., laws and social science (Baker 2008; Weber 2009; Sellars 2016; Brown 

2017), there is still no universally accepted definition. One of the most common 

definitions for hate speech used by scholars was issued by the CoE of Ministers in 1997. 

 "The term "hate speech" shall be understood as covering all forms of expression which 
spread, incite, promote or justify racial hatred, xenophobia, anti-Semitism or other forms of 
hatred based on intolerance, including intolerance expressed by aggressive nationalism and 
ethnocentrism, discrimination and hostility against minorities, migrants and people of 
immigrant origin." (107).   

 

Similarly, the United Nations (UN) does not give a specific definition for this term but 

characterize hate speech as communication that includes insulting or discriminatory 

discourse in written, spoken, or behavioral forms against a person or group based on 

their identities (2019). Although international organizations such as the UN and EoC 

define hate speech differently, reaching a consensus on the framework of the term is 

essential to understand the scope of hate speech and prevent and point out its negative 

consequences.   
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Hate speech emerges in many different contexts and categories. Binark and Çomu 

(2012) categorize hate speech under the six different contexts: “Political Hate Speech, 

hate speech against women, hate speech against foreigners and immigrants, sexual-

identity based hate speech, religious belief and sect-based hate speech and hate speech 

against disabled people and diverse diseases”. The common feature of all these 

categories is directed toward outsiders groups.  

 

Hrant Dink Foundation (HDF) is one of the organizations in Turkey that carry out its 

activities mostly on hate speech, issued a report in 2014. According to the report there 

are 4 categories of hateful discourse in Turkey: “Exaggeration / Attribution / Distortion, 

Blasphemy / Insult / Degradation, Enmity / War Discourse and Use of inherent identity 

as an element of hate or humiliation / Symbolization” (The Hate Speech and 

Discriminatory Discourse 2014, 11). The importance of this report and categories is that 

these categories were identified by scanning all national newspapers and almost 500 

local newspapers and through systematic research carried out on this issue considering 

Turkey's language and cultural differences. Therefore, this report draws a route to 

understand the hate speech ecosystem of Turkey.  

 

On the other hand, while trying to define and combat offline hate speech, and with the 

development of Information and Communication Technologies (ICTs), a new sphere 

has emerged in which hate speech can be spread: The internet. Particularly, after the 

growth of Web 2.0 technologies through the advent of social media platforms in the 

2000s, the general picture of online hate speech has changed dramatically. As an 

internet-based application, social media platforms allow individuals to develop and 

share different pieces of content, e.g., photos, videos, and opinions (Cohen-Almagor 

2015, 21). Although this seems like a unique feature within the scope of freedom of 

expression, it has also brought about a sphere where hate speech against subalterns is 

rapidly produced and spread. Stormfront, which can be called the first major hate group 

that uses white nationalism and other forms of radicalism, emerged quickly by using the 

internet as a popular tool in 1995 (De Gibert et al. 2018, 11). By 2020, this number had 

reached 838 in the USA (SPLC Southern Poverty Law, 2021). 
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At its simplest, online hate speech is a type of hate speech that takes place in any ICTs 

(Rudnicki and Steiger 2020, 7). Unlike offline hate speech, it can be disseminated in 

different forms of communication, e.g., image, video, written or voice record 

(McGonagle 2013). Furthermore, some features of the online, e.g., anonymity, 

invisibility, organizing domestic or international hatred communities quickly and 

reaching more people with instant publishing, can have different impacts which contrast 

to the offline environment (Brown 2018). In other words, hateful thoughts and beliefs 

can be developed and go viral quickly online. Therefore, they can reach numerous 

people in seconds and cause repeated victimization (Leonhard et al. 2018, as cited in 

Obermaier et al. 2021, 560).    

 

Similarly, as with offline hate speech, online hate speech can also manifest in different 

forms: Intolerance towards other groups, negative ideas toward targeted victims, 

spreading misinformation related to victims, acting as a member of a targeted group, 

intellectual forms of hate speech and "trusted information" (Gelashvili 2018, 44-45). 

While intolerance, negative ideas and spreading misinformation are more traditional 

ways to generate hate speech, other forms have emerged with the social media 

platforms. 

 

The purpose of the intellectual forms is not only to spread hatred online but also to 

legitimize their messages (Klein 2012, 437-438). Some racist websites like “Institute for 

Historical Review”, which disseminates false information on Holocaust, try to appeal to 

their visitors by creating a false impression of a scientific approach. The said website, 

for instance, refers their resources with an academic jargon, with which they aim to 

legitimize the anti-semitic information they circulate. 

 

With the development of social media platforms, people have been exposed to an 

increase in content and information. This has led to their information trust threshold 

being increased (Klein 2012, 440). Therefore, it has disseminated through social media 

platforms without considering the accuracy of the information given. For example, a 

journalist who wrote a column for a national newspaper claimed that Syrians received 

salaries from the state. The columnist cited a thesis written at Yavuz Selim University 
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as the source of this information. However, there is no such university in Turkey. This 

article has been shared repeatedly on social media platforms, targeting Syrians (Teyit 

2019b).  

 

Online hate speech can disguise itself as support in some cases. A webpage, which 

usually supports violence or terrorism, may seem to be promoting an agenda, while this 

webpage undermines this very cause by spreading information that could provoke a 

public rage (Jakubowicz et al. 2017, 58).  

 

It is not possible to consider hate speech independently of the emotion of hate. Several 

studies argue that hate speech against an out-group is enhanced due to triggering or 

increasing the feeling of hatred because of different sorts of information (Bahador et al. 

2021). Waltman and Mattheis (2017) associate hate with a lack of empathy which can 

hurt and cause violence against a group or an individual. For example, research 

conducted on a group of bystanders showed that individuals who had experienced hate 

speech were more likely to act as bystanders, as opposed to others who have not been 

victimized. This was due to a feeling of understanding, fear, felt towards them (Henson, 

Fisher and Reyns 2020; Wachs and Wright 2017). Understanding the emotion of hate 

and its causes is critical in determining the direction of methods developed to combat 

hate speech. In particular, it is fundamental to understand the reason for this emotion 

and for the strategies used in one-to-one communication with haters, e.g., 

counterspeech.  

 

While some studies state that for a piece of content to be considered hate speech, it 

should not be directed to individuals, and their characters (Hawdon, Oksanen and 

Rasanen 2017), another group of researchers argue that online hate speech can target 

both individuals and groups; however, the consequences might differ (Latour et al. 

2017, 33). For example, when online hate speech is directed towards a group, one of the 

aspects of it arises in the form of dehumanization and demonization, which then leads 

its victims being described as inhuman. This in turn causes all members of that group to 

be labeled the same just by association, even if it was only a minority within it who 

were responsible for the supposedly negative actions (Bahador 2021).  
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Regardless of whether the hatred produced is directed against an individual or a group, 

it is seen in the studies that it has negative effects both on the communities and on the 

individual. For instance, being exposed to insulting or discriminatory language affect 

individuals' mental health and cause depression or anxiety (Chaudhary, Saxena and 

Meng 2019). According to Cinelli et al. (2021), there is a direct relationship between 

hate speech and polarization, as online platform users are more prone to express hateful 

thoughts against an out-group. Furthermore, a significant number of studies have shown 

that the consequences of online hate speech almost always have a real-life reflection 

(Jakubowicz et al. 2017). According to a report published by Human Rights Association 

(HRA) between 2010 and 2020, of the 280 people who had been racially attacked, 15 

people were murdered, 3 were Syrian children, and a further 1097 were injured in this 

period because of these attacks. The report also reveals that hate attacks against Syrians, 

one of the groups most exposed to hate speech, have increased (Human Rights 

Associaiton 2020, 5). 

 

To prevent potential negative consequences of hate speech, CSOs, international and 

local institutions, governments, social network services and scholars from different 

disciplines have developed strategies. However, it is challenging because while 

combating online hate speech it is also important to protect ethical issues such as 

freedom of speech or human rights. Commonly used strategies, e.g., removal of content 

automatically, banning an account or censorship, for this purpose, are carried out by 

technology companies or social network services; therefore, much criticism emerges 

regarding such transparency and accountability of the process carried out during the 

censorship or banning of accounts (Laub 2019). Another problem is that these platforms 

use multitude of languages, making it difficult for automatic detectors to catch hate 

speech. 

 

2.2 Online Hate Speech in Turkey 

 

Nine countries around the world accept online hate speech as a crime (Kaos GL 2020). 

Yet, Turkey is not one of those countries (IHD 2020, 2). Furthermore, although on 
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October 1, 2020, a law called On Regulation of Publications on The Internet and 

Combating Crimes Committed by Means of Such Publication ("The Internet Law") 

entered into force in Turkey (İnceoğlu, Sözeri and Erbaysal-Filibeli 2021, 7), it does not 

contain any articles on preventing the spread of hate speech on the internet (Resmi 

Gazete 2020).  

 

In addition, not having a legal system to prevent the impacts of online hate speech, 

CSOs, individual activists and scholars hardly ever carry out activities or develop 

strategies to reduce online hate speech's effects and combat it. Even though some 

institutions, e.g., HDF, Kaos GL, Association for Monitoring Equal Rights (AMER), 

implement activities on online hate speech and its consequences, they are mainly 

focused on developing an archive on this issue as well as monitoring of hate speech 

against specific groups. Therefore, it is difficult to argue that activities carried out in 

civil society differ from the existing academic research on this issue. Although some of 

those studies and activities develop various suggestions to prevent the spread of online 

hate speech (Binark and Çomur 2012), unfortunately, to my knowledge, no research has 

analyzed the effectiveness of strategies to combat online hate speech in Turkey. 

 

In Turkey as well as over the world, online hate speech emerges in various forms of 

expression based on people's identities, e.g., ageism, sexual orientation, and ethnic 

identity. Even though these expressions are directed toward different groups, they often 

appear in similar forms, e.g., insulting, dehumanization, marginalizing. To examine the 

genre of expressions are directed to aged people, Akgül (2020) conducted research on 

one of the popular platforms in Turkey, Ekşi Sözlük, where people can write 

anonymously. After analyzing 1794 comments under the "Curfew over 65+ years old" 

title, which opened after the curfew applied for individuals aged 65+ during the Covid-

19 outbreak, Akgül found that 7.3 % of the comments under this title had hateful 

expressions. Moreover, the researcher identified frequently used hateful expressions 

toward this group: swearing, insults, humiliation and marginalizing. The LGBTI+ 

community is one of the groups receiving an inordinate targeting of online hate speech 

(Özatalay and Doğuş 2018, 18). Dondurucu (2018a) found that in İnci Sözlük, hateful 

comments based on sexual identity and orientation were produced collectively and in a 
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participatory manner under “gay,” “lesbian,” “bisexual,” and “transgender” titles. At the 

same time, the researcher identified the categories of hate speech directed toward the 

LGBTI+ community. 39.1 % of comments indicate homosexuality as a figure of humor, 

comedy and entertainment. While 39.1 % of comments indicate homosexuality as a 

figure of humor, comedy, and entertainment, 29% of collected comments describe being 

homosexual as a social deviation, and finally, 7.25% characterize homosexuality as a 

psychological illness (Dondurucu 2018a 1393). In addition to that, Dondurucu 

concluded that the users produced intense hate speech against the LGBTI+ community 

as well as representing this group in a stereotypical way in the new media environment 

due to their sexual orientation. In another study, Dondurucu (2018b) analyzed the 

comments shared on Twitter under the hashtag #homosexuality. It was found that 86.4% 

of these tweets contain negative comments toward this group (527). At the same time, 

the most common forms of hate speech under #homosexuality hashtag emerged as 

marginalization and discriminatory expressions. According to the report published by 

Kaos GL (2020), 2028 discriminatory discourses toward LGBTI+s were developed in 

2020 in the news, interviews, and op-ed pieces. In the pieces of content, homosexuality 

was shown as “perversion” in 44%, “disease,” in 37%, and "sin" in 41% of them (Kaos 

GL 2021). 

 

Although there are refugees and asylum seekers in Turkey from Iraq, Afghanistan and 

other countries (Asylum Information Database 2021), research related to online hate 

speech and refugees has been primarily focused on Syrian refugees. This is due to the 

Syrian refugee situation being a constantly perceived problem to both politicians and 

traditional media outlets alike (Özkaynak and Doğuş 2018, 4). As mentioned before, 

most academic studies related to online hate speech are based on discourse analysis. In 

particular, online hate speech research conducted on refugees is formed within the 

framework of Syrian refugees and discourse analysis. Kurt (2019) analyzed hateful 

comments under the five most-watched videos related to Syrian refugees on Youtube. 

The researcher found that Syrians are often exposed to insults, slander, racism, and 

hostility. Moreover, Kurt discovered that Syrian refugees are one of the largest 

recipients of online hate speech. Similarly, Alikılıç, Gökaliler and Alikılıç (2021) 

conducted research to determine what kind of discriminatory discourses are mostly used 
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toward Syrian refugees. To this end, 4217 tweets were analyzed under the hashtags 

#syrian #syrianrefugee #refugee #WeDon'tWantSyrianRefugeesInOurCountry and 

#Syrianout!. They found that the discourses against Syrian refugees were marginalizing, 

dehumanization and incitement to violence and contained hostility. Drawing on over 

1500 tweets under #WeDon'tWantSyrianRefugeesInOurCountry hashtag on Twitter, 

Taşdelen (2020) found that Syrian are seen as invasive, greedy and immoral. Moreover, 

insults were frequently aimed towards this group. According to the above-mentioned 

literature, online hate speech toward outcast identities in Turkey manifest itself in 

different forms through a variety of expressions, e.g., humiliation, marginalization, 

incitement to violence, insulting, and dehumanization.  

 

2.3 Counterspeech 

 

With the development of social media platforms, internet users encounter online hate 

speech more than ever. Therefore, researchers from a variety of different fields, social 

network services, and governments have attempted to develop strategies in order to 

tackle this problem and reduce its effects. Among these methods, counterspeech is a 

strategy for direct response to hate speech online (Benesh et al. 2017, 5). Counterspeech 

is also defined as a strategy developed based on disagreement and expressing 

counterview toward hateful and extreme thoughts and beliefs online (Barlett and 

Krasodomki-Jones 2015, 5). Benesch (2020) describes counterspeech as a method that 

does not infringe the right of freedom of expression as well as creates an online 

environment in order to reduce the negative impacts of hate speech (23). Benesch's 

counterspeech definition, emphasizing this strategy does not harm right of freedom of 

expression, cannot be considered independently from the history of counterspeech. First 

Amendment jurisprudence in the USA indicates that to combat hate speech and reduce 

its harmful effects, not excluding hate speech from areas where there are free debates, to 

struggle with this problem with more counterspeech (English 2021, 13). It is mainly 

linked with the Justice Brandeis's saying in 1927 during the case of Whitney V. 

California on the government's right to suppress dissent: "the solution to bad speech is 

more speech" (Cepollaro, Lepoutre and Simpson 2022, 2). 

 



13 
 

Counterspeech is categorized into two types: "organized counter-messaging campaigns 

and spontaneous-organic responses" (Benesh et al. 2016, 7). Counterspeech can be 

generated by different counter-speakers or/and groups from various social, cultural, and 

economic backgrounds, such as victims, bystanders, people who are not targets of hate 

speech, everyday citizens, authoritative roles, e.g., CSOs, governments, and institutions 

(Cepollaro, Lepoutre and Simpson 2022, 3). An example of a group work, Reconquista 

Internet, founded in Germany in 2018 by Jan Böhmermann to respond collectively to 

hateful content on Twitter produced by the far-right group Reconquista Germanica, 

today has more than 50,000 members (Keller and Askanius 2020, 544). There are also 

many individual activists producing counterspeech on their own. For example, since 

2016, Journalist Hasan Kazim2 has been responding to each xenophobic message he 

received from Twitter users. Iyad el-Baghdadi3 generates counterspeech to respond to 

hateful content that he encounters on his personal Twitter account. 

 

Another important point about this strategy is that the receiver of the counterspeech also 

varies, which is significant since it affects the counterspeech's power and effectiveness. 

The receiver may consist of victims, people who might support the victims and generate 

more counterspeech, individuals who have negative perceptions toward targeted groups 

or a combination of these (Saul 2021, 5). 

 

Similar to online hate speech, counterspeech also manifests itself in various forms. The 

first one is factual counterspeech which mainly refers to a "deliberative discussion 

atmosphere." This atmosphere is developed to point to prejudice and misinformation 

they produce (Obermaier, Schmuck and Saleem 2021, 3; Garland, 2020, 3). The other 

strategy to counterspeech is to share personal experiences (Miškolci, Kovacova and 

Rigova 2018, 4); thus, empathy can be established with the target group. Besides these 

two strategies, there are also other forms, e.g., warming about the consequences of hate 

speech, interacting (Like, comments, resharing) with other counterspeech messages, and 

explaining the effects of hate speech (Buerger 2020 10; 2020, 10; Garland et al. 2020 3). 

 

 
2 https://twitter.com/hasnainkazim 
3https://twitter.com/iyad_elbaghdadi?ref_src=twsrc%5Egoogle%7Ctwcamp%5Eserp%7Ctwgr%5Eauthor 
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The foremost aim of counterspeech is to change the beliefs and ideas of a person who 

spreads hatred online (Buerger 2021a, 2). However, this is not the primary objective for 

all organized groups using counterspeech. For example, one of the biggest organized 

counterspeech groups based in Sweden, #iamhere (#jagärhar), collectively responds to 

hateful comments, aiming to make their counter comments more visible and reach as 

broad an audience as possible. (Buerger 2021b). The group has approximately 74.000 

members and has been countering hate on Facebook in 16 countries, such as France, 

Canada, Spain, and the Czech Republic since 2016 (5). The #iamhere hashtag seeks to 

increase the visibility of counterspeech while simultaneously increasing the impact of 

these comments through a set of rules such as writing civil comments or using a 

productive tone when replying. 

2.3.1 Factors that affect the effectiveness of counterspeech  

It is no coincidence that groups like #iamhere consider engaging in a good dialogue 

while countering hatred online. Bartlett, Jamie and Krasodomski-Jones (2015) found 

that forms and tones of comments are vital in order to reach more people. For instance, 

comments with questions as well as posts including humorous and sarcastic 

counterspeech messages receive more integrations by comparison with all the other 

forms they studied. Similarly, Frenett and Mott (2015) analyzed how the tone of 

counterspeech caused a reaction, e.g., blocking or sending a message to 

counterspeakers, from Facebook users who write hateful comments. As a result, the 

authors found that the tone of the counter-message immensely affected the reaction of 

the Facebook users. For example, while they have never received a response to 

Antagonistic messages, casual and sentimental messages received more than 80% 

response (17). 

 

Miškolci, Kováčová and Rigová (2018) analyzed more than 7000 comments written on 

Facebook on Rome-related topics to demonstrate how the identity of the Roma people 

living in Slovakia was built as well as the effect of counterspeech responses directly 

hate speakers. The authors found that counterspeech is not an effective strategy to 
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reduce online hate speech against Roma. However, they discovered that posting pro-

Roma counterspeech motivates other audiences to get active. Garland et al. (2020) 

analyzed 180,000 tweets collected over four years, belonging to Reconquista Germanica 

(RG), a far-right troll group and Reconquista Internet (RI), the largest counterspeech 

group aims to counter RG's hateful messaging in Germany. They found that after RI 

was established, the frequency and volume of hate speech decreased. Moreover, 

showing support to counterspeech messages, e.g., likes, and comments, as well as 

making them more visible through organized counterspeech, reduces the number of hate 

speech.  

 

To determine the factors that affect the effectiveness of counterspeech on Facebook, 

Schieb and Preuss (2016) conducted a computational simulation model. The authors 

found that counterspeech can have a significant impact on a given audience depending 

on the volume of the hateful comments. In other words, the effect of counterspeech 

increases as the volume of hate speech comments decreases. Cheng et al. (2017) also 

conducted an online experiment. The authors found that participants produce comments 

similar to the comments they are exposed to. For example, when someone is exposed to 

negative comments, the probability of posting negative comments or responses 

increases.    

 

Since one of the main purposes of counterspeech is to change people's attitudes and 

behaviour while commenting, few studies have shown how counterspeech changes 

these factors. Han and Brazeal (2015) conducted an online experiment to find whether 

civil or uncivil political discourse affects how people discuss. The authors found that 

those exposed to civilised interpretations also apply this within their own 

interpretations. At the same time, it was seen that this group was more willing to 

participate in the discussions compared to the group that was exposed to uncivil 

comments.  In order to test the effectiveness of one of the German organised 

counterspeech groups #ichbinhie users' comments ("I am here"), Friess, Ziegel, and 

Heinbach (2021) analysed more than 124.000 comments between November 01, 2017, 

and January 31, 2018, via quantitative content analysis. The purpose of the study was to 

answer the following questions: Are the quality of comments posted by #ichbinhie 
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members higher than the quality of comments written by non-members of the group? 

Does using a respectful and civil tone while developing counterspeech encourage others 

to comment similar way? They found that comments written by #ichbinhie are more 

considerate than those written by non-members, as well as #ichbinhie members affect 

the quality of discourse on Facebook. On the other hand, civil and deliberative counter 

messages stimulate more respectful and polite comments. A similar result emerged in 

the study conducted by Molina and Jennings (2018) to test whether making civilized 

comments affected how other participants commented on Facebook. The authors found 

that being exposed to civil comments and metacommunication stimulated others to 

participate in the discussion and write respectful comments. In order words, civil 

comments affect participants' commenting behaviour positively.  

 

Hangartner et al. (2021) designed a field experiment based on three interventions: 

"empathy, warning of consequences, and humor" to reduce xenophobic and racist hate 

speech on Twitter. By analyzing more than 1000 tweets, the authors found that 

empathy-based counterspeech messages increase the deletion of previously produced 

hate speech. At the same time, it revealed that that kind of message reduces the 

occurrence of possible hate speech by containing xenophobia. Another online 

experiment was conducted by Benjumea and Winter (2018) to measure the effectiveness 

of interventions on the audiences: Counterspeech and deleting of hateful comments 

(Censorship). The authors tested whether that kind of intervention affected the 

audiences' behaviour while posting a subsequent comment in the same area. They found 

that the audience posted less hateful comments when they faced censorship; however, 

they did not find a similar result using counterspeech. 

 

Most of the studies related to counterspeech strategy have been conducted in Western 

countries such as Sweden, the UK, and France. With this study, I aim to fill a gap in this 

literature by being the first study conducted in developing countries, as opposed to 

developed ones, that measure the effectiveness of counterspeech strategy in challenging 

hatred online in Turkey.  The number of studies using the online survey method to 

measure the impact of counterspeech is quite limited- Kim, Sim and Cho (2022) 

conducted an online survey experiment with 1250 people in South Korea to understand 
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how gender and the popularity of counterspeech affect the reporting of hate speech 

produced around the #MeToo movement on YouTube. The authors found that YouTube 

users are more likely to report misogynist discourse if counterspeech comes from a 

female. Nevertheless, when a female counter speaker receives numerous “Likes”, it 

particularly affects male users' attitudes, who are less willing to report hate speech. To 

understand the determinants of participation in counterspeech using an online survey 

experience, Kunts et al. (2021) carried out research in which they tested whether the 

norms of citizenship solidarity encourage "online civil intervention" on a specifically 

designed online news site. The authors found that internet users' willingness to engage 

in counterspeech against hateful comments depends on the social group being attacked. 

Obermaier et al. (2021) also used an online survey experiment to understand how 

Muslims living in Germany react to online hate speech and how counterspeech 

generated by the majority, as well as different minority groups, influences Muslims' 

response. The authors observed that Islamaphobic comments generated on Facebook are 

perceived as a threat by Muslims; therefore, their intention to produce counterspeech 

increases. At the same time, they found that the counterspeech generated by the 

majority or minority groups decreases the counterspeech behavior of Muslims. Unlike 

the three studies mentioned above, this study is not interested in the factors that affect 

counterspeech or the motivation to be a counter-speaker. With this study, I aim to fill 

the gap in the English literature by testing how exposure to only counterspeech 

comments affects participants' hate speech-generating behavior on Twitter by using an 

online survey experiment. This thesis is also the first study on refugees conducted 

directly using counterspeech and online survey experiments. Overall, this thesis seeks to 

answer the following research question:  

 

Research Question:  Do participants who are only exposed to empathy-based 

counterspeech comments write less hate speech than those who read only hateful 

comments against refugees on Twitter? 
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3. METHODOLOGY 

The research question in this study asks is whether counterspeech can be used as a 

strategy to combat online hate speech in Turkey. To answer this question, an online 

survey experiment with a sample of 181 people over the age of 18 who can speak 

Turkish was conducted.  

 

3.1. Survey Experiment 

 

To measure whether counterspeech messaging makes a difference in the hateful 

comment posting behavior of social media users, I conducted an online nonprobability 

survey experiment in Turkey. Schnabel (2021) describes survey experiments as "an 

experiment conducted on a survey (32)." A survey experiment is effective as it allows 

insight into universality and causality. At the same time, by giving anonymity to the 

respondents, survey experiments for measurement offer a more honest and robust 

response to sensitive topics (Diaz, Grady and Kuklinski 2020). Furthermore, in a 

country like Turkey, where social media posts are often cited as criminal evidence 

(Human Rights Associaiton 2021), anonymity is key for ensuring response honesty 

hence crucial for the right interpretation of experimental results. Therefore, using a 

survey experiment in this thesis allowed me to evaluate whether the participants who 

were accidentally exposed to the opposite discourse produced expressions that could be 

defined as hate speech. These include humiliation, insult, incitement, and 

dehumanization. 

 

3.2 Design of the Experiment 

 

To collect data to answer the research questions posed for this study, a 2 X 1 between-

subjects experimental design was carried out. Participants were randomly assigned to 

one of the two conditions. 
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After the informed consent procedure, all participants were exposed to two original 

news stories about refugees posted on two popular newspapers' Twitter pages: "Banana 

Eating Videos" and "Wall on Iran Border." The two pieces of news were selected based 

on both showing the impacts of online hate speech on real-life circumstances, with the 

first questioning the access of basic needs of refugees by dehumanizing them, and the 

later drawing attention to a different refugee group other than Syrians. To design 

realistic Twitter threads visuals, I used the White Bird application, which allows for 

generating fake tweet threads. While creating the Twitter threads visuals, I also utilized 

two online platforms: one as a random name generator (behindthename.com) and the 

other for fake faces (thispersondoesnotexist.com.). Moreover, since political opinion is 

one of the essential factors affecting trust in the media and news (Teyit 2019, 32), in this 

study, the logos and names of the Twitter account from where the news was taken were 

blurred in order to prevent any bias. 

 

One group saw both news posts with only hateful comments, while the other group was 

shown the posts with only counterspeech comments; and each participant was asked to 

respond with their own comments under the posts. Participants first saw the news 

"Banana Eating Videos" with the original caption and picture taken from the Twitter 

account of the news source. Then, the respondents read the "Wall on Iran Border" news, 

which was similarly prepared. The hateful sample included five comments in the form 

of five different hate speeches: Dehumanization, insulting, misinformation, incitement 

to hostility and exclusion. Moreover, in the hateful samples, refugees were also 

demonstrated as an imposition ("I don't want refugees in my country. I hope they are all 

deported."). To create hateful comments under the shown news, I analyzed more than 

500 comments related to refugees on Twitter, Ekşi Sözlük, Facebook and YouTube. 

Taking these comments into consideration, I generated new hateful comments under the 

presented news. In the same manner as the hateful condition, the counterspeech sample 

consisted of five comments in two different forms of counterspeech: Sharing personal 

experiences and supporting victims using empathy-based content (“72 % of young 

people in Turkey are looking for a way to go European countries. I wonder if Europe 

will consider a banana as too much for our own children.”). While creating 

counterspeech comments, I had originally planned to apply the same process as with the 
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hateful condition, but there were too few examples that could be identified as 

counterspeech. Therefore, I utilized a digital platform called Toolkit for Human Rights 

Speech4 to protect human rights and democratic principles while writing counterspeech 

comments. All comments for both cases were under 280 characters, considering 

Twitter's character limit feature. Please see Figure 3.1 for the counterspeech treatment 

and in the Figure 3.2 hate speech treatment.  

 
4 The Toolkit for human rights speech can be reached via the following address, https://pjp-
eu.coe.int/en/web/human-rights-speech.  
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Figure 3.1: Counterspeech Treatment  
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Figure 3.2 Hate Speech Treatment 

After participants were exposed to the news, I asked each participant the dependent 

variable question, concerning what they would post under these tweet threads, after 

reading pieces of the news and written comments; 51.9 % of the participants were 
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randomly assigned the hateful condition, while 48.1 % were given the counterspeech 

condition. After the exposure to the experimental stimuli, for the purpose of controlling 

the participants' characteristics, I collected sociodemographic data, e.g., gender, age, 

education level, ethnic identity, employment status and party voted for in the most 

recent elections. Lastly, in order to access participants' preexisting attitudes towards 

refugees, I used a modified eight-item version of the following scales: The refugee 

labeling scale (Önder, 2020) and the shorter version of the attitudes towards refugees 

scale (Doğan et al., 2017).  

 

3.3. Experimental Stimuli 

 

Since hate speech on Twitter is spreading faster and deeper in Turkey compared to other 

online platforms (Yıldız 2018), I chose Twitter as the research platform. Another 

significant reason for selecting Twitter as a research site is that compared to other social 

media platforms, e.g., Instagram, Facebook, and TikTok, the characteristics of this 

platform have the potential power to manage individuals' perceptions (Kınay and Atalay 

2021, 59). Furthermore, Twitter is used as an important source of news in Turkey 

(Polat, Dilmen and Sütçü 2021). The last reason was that the majority of the studies 

conducted in Turkey focused on discourse analysis of hate speech against refugees on 

Twitter (Taşdelen 2020; Yıldız 2018). Therefore, it offers a significant advantage in 

understanding the content of the discourses produced on Twitter for refugees.  

 

Refugees are one of the groups most exposed to hate speech (Gelashvili 2018, 44). This 

situation is similar in Turkey. According to a report published by AMER (2018), 

discriminatory language is commonly aimed against three groups in Turkey: Kurds, 

LGBTI+s and refugees. However, a point that separates refugees from these two groups 

is that while tolerate discrimination towards Kurds and LGBTI+ in all areas of life is 

more highly than the average, this tolerance is even higher towards discrimination 

against refugees. (25). For this reason, while creating Twitter threads to be used as the 

experimental stimuli of the survey experiment, I decided to create two news stories 

about refugees based on actual news stories.  
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Two groups were exposed to the same news pieces of content but were provided with 

different written comments: hate speech and counterspeech - the participants were 

randomly assigned news content concerning refugees using the Qualtrics tool without 

any additional intervention.  

 

One of these threads includes a newspaper article with the title “Banana Eating Videos,” 

in which Syrian people shared their videos on social media platforms eating bananas in 

protest after a citizen during a street interview claimed that “I can’t afford bananas. 

They (Syrian people) buy kilos of them.” (Bianet 2021). After the videos were posted, 

the hashtag #Idon’tWantSyriansInMyCountry became a trending topic on Turkey’s 

Twitter again. As a result of being targeted by numerous people on Twitter, 8 Syrians 

who shared those videos were detained for deportation.  

 

The other Twitter thread was published with "Wall on Iran Border" (Hürriyet Daily 

News 2021). As a result of the Taliban's re-takeover of power in Afghanistan in the 

summer of 2021, many videos of Afghan immigrants entering Turkey were shared on 

social media platforms. Immediately after these videos, under the hashtags 

#Idon'tWantRefugeessInMyCountry and #Wedon'tWantAfgansInOurCountry, pieces of 

content with discriminatory, insulting, misinformed, and threatening comments and 

memes against refugees were spread on social media platforms. As a result of the 

increasing reactions, the Turkish Interior Minister announced that a wall will be built on 

the Iranian border (Hürriyet Daily News 2021). Both selected news articles as a sample 

are essential in understanding the consequences of hate speech directed at a group in an 

organized manner on social media. 

 

3.4. Sample 

 

The online survey experiment was conducted between January 20 and March 18, 2022. 

With the help of the Qualtrics tool, I reached people who speak Turkish and are over 18 

years old. To reach more people, Facebook and Instagram advertisements were placed 

twice, between February 4 and 8, and 12 -16 March. 2022. As compensation, two of the 

participants would be provided with a 100 TRY award. The total number of clicks on 
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the advertisements was 7,953 people. The total number of participants who filled in the 

survey was 202, but 21 of those responses did not fulfil the technical criteria, such as 

incomplete survey responses and/or not approving of the participant consent form, so 

there were 181 remaining participants.  

 

The responder age range was grouped into four categories: (1) 18-29, (2) 30-44, (3), 45-

64 and (4) 65+ (Age groups, M = 2.29, SD = 0.808). In each experimental group, the 

age group with the highest number of participants is the 2nd category, which is 

compatible with the age range distribution of the population in Turkey (TÜİK, 2022). 

Of the total participants, 44.8 % were male, 68.5% self-identified as Turks, 19.9 % as 

Kurds, and 11.6% as others (e.g., Armenian, Arab, Greek). The demographic 

characteristics of the sample is presented in Table 3.1. 

Table 3.1 

Summary Statistics of Demographic Characteristics and Dependent Variable 
 
Variables 

 
Obs. Mean Std. Dev. Min. Max. 

Dependent Variable 
     

    Attitude toward the comments 181 0,89 0,909 0 2 
        Comments under "Banana Eating Videos" news + 181 0,44 0,497 0 1 
        Comments under "Wall on Iran Border" news + 181 0,47 0,5 0 1 
Respondent Controls 

     

Attitude toward refugees 181 3,32 1,06 1 5 
Gender 181 1,5 0,501 1 2 
Age 181 2,28 0,812 1 4 
Education level 181 2,92 0,897 1 5 
Party identification 181 3,46 2,067 1 7 
Ethnic identity 181 1,98 0,683 1 4 

Notes. Respondents' demographic characteristics were grouped into different categories. Please see more 

information for the categories in Appendix B. 

 

Other than the gender and age distributions in the sample, there were incongruities 

between the sample and the demographic characteristics of Turkey. For example, the 

number of participants who voted for People’s Democratic Party (Hakların Demokratik 

Partisi - HDP) and Republican People's Party (Cumhuriyet Halk Partisi - CHP) was 

higher than Justice and Development Party (Adalet ve Kalkınma Partisi - AKP). Please 

see the detailed demografic characteristics of participants in Table 3.2. 
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Table 3.2 

Frequency of Demographic Characteristics 
Variables Frequency Percentange 
Gender   
    Women 91 50,30 % 
     Men 90 49,70 % 
Age   
   18-29 30 16,60 % 
   30-44 81 44,80 % 
   45-64 59 32,60 % 
   65+ 11 6,10 % 
Education Status   
   Graduated from secondary school and below 11 6,10 % 
   High school graduate 37 20,40 % 
   University graduate 98 54,10 % 
   Master's degree graduate 25 13,80 % 
   PhD graduate 10 5,50 % 
Ethnic identity   
   Turks 127 70,20 % 
   Kurds  34 18,80 % 
   Unspecified 10 5,50 % 
   Other 10 5,50 % 
Voted Party   
   AKP 16 8,80 % 
   CHP 68 37,60 % 
   HDP  42 23,20 % 
   MHP 3 1,70 % 
   İyi Party  8 4,40 % 
   Other 7 3,90 % 
   Prefered not to say 37 20,40 % 

 

3.5. Variables 

 

3.5.1. Preexisting attitudes toward refugees 

 

To analyze participants’ sentiments towards refugees, I adapted the “refugee labelling 

scale” (Önder, 2020) and the shorter version of the “attitudes towards refugees scale” 

(Doğan et al., 2017) to use a five-point Likert-type scale (1=strongly disagree to 

5=strongly agree) with eight items. Example items are, "Turkey hosts the largest 

number of refugees in the world. Therefore, it should not take in any more refugees, and 

the borders should be closed." or "Refugees living in Turkey work and pay taxes. 

Therefore, they should have equal rights as Turkish citizens." This variable was used as 

a control variable during the anayzing phase. While the maximum mean score is 5, the 

minimum one is 1, so all eight items were scored into a mean index (M = 3.32, SD = 
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1.06) and its internal consistency was found to be acceptable. (Cronbach’s α = 0.92). 

Accordingly, higher scores indicate that respondents have a more negative opinions 

towards refugees.  

 

3.5.2. Dependent variable 

 

After exposure to the stimuli, participants were asked to write their comments with a 

minimum of 15 characters under each piece of news. It was the only section in the data 

collection phase where responses were collected with open-ended questions. This study 

defines a comment as an individual's idea and thought (Grabe et al., 2012). Single 

comments made under each news were considered as the unit of analysis. While the 

number of comments participants added under the hate speech condition was 188, the 

counterspeech conditions received a total of 176 comments. This sampling yielded 128 

hateful comments, providing a total analysis sample of 364 comments.  To identify 

participants' comments as hateful or not, a coding system was developed and used as an 

instrument to measure the score of the comments. These categories are mainly derived 

from the research literature on identifying, monitoring and mapping online hate speech 

(Gagliardone 2014; Kennedy et al. 2018; Article 19 2015; Council of Europe nd.)  

 

Identifying a case of hate speech is quite challenging since there is no universal 

definition (UNESCO 2021, 3). Furthermore, the fact that hate speech has numerous 

closely similar forms of expression makes it also difficult to identify (Quinn 2019, 6). In 

addition to these challenges, the lack of an accepted methodology for identifying hate 

speech causes it to be difficult to define what constitutes hate speech (Council of Europe 

nd.) Hate speech is based on prejudiced, harmful and offensive expression about the 

identities of a group or person (Article 19 2015, 9). In other words, hate speech is a 

negative generalization against a person or group due to their identities (Hrant Dink 

Foundation 2019, 15).  

 

In this thesis, to classify hateful comments, four categories were determined taking into 

consideration defining identifiers of previous studies: Insulting, dehumanization, 

misinformation and othering. One comment could contain more than one different form 
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of hate speech. Below in Figure 3.3 is the code scheme used to analyze the open-ended 

answers. 

Figure 3.3 

Code Scheme of Analyzing Open-ended Questions 

 

 

 

 

 

 

 

 

 

 

To give more details how the comments were coded, I would share the following 

example: “For me, a refugee is a lowlife (Güruh) who needs to be helped, who has taken 

refuge in your country for some reason. However, this group (Bu kesim) is not in the 

same position for me. Of course, I don’t want people with this mentality in my country 

either. “This comment has three forms of hate speech: “lowlife” =insulting, “this group” 

=othering and dehumanization since it refers refugees as an undesirable group of 

people. Please see Figure 3.4 for more examples of each category below:  

Figure 3.4 

Examples of Hateful Comments Written by Participants 

 

Total Number of 
Hate Speech 
comments  

129 Insulting (24): Moral 
superiority; Contempt; 
Undervaluation. 

 

Dehumanization (28): 
Impersonalize; Extreme 
prejudice; Indicating that the 
person is undesirable. 

 

Othering (55): Perceived as a 
threat to way of life; The 
group not having certain 
rights; Political intolerance; 
Using words "us" and "they". 

 

Misinformation (21): 
Incorret or misleading 
information. 
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Once a comment is identified as hateful, to measure the score of a participant's 

comments, an instrument was designed and scored as follows: (a) 1= including a hate 

form or forms and (b) 0=no hate form, to create a continuous variable. While the highest 

score a participant could get is 2, the lowest one is 0 (M = 0.89, SD = 0.90). Higher 

scores indicate that the respondent’s comment contains more than a singular hateful 

element. For example, a participant was assigned the hateful condition and wrote the 

following comment under the "Banana Eating Video": "In our country, refugees live in 

better conditions than us and this cannot be ignored." Since this comment includes 

misinformation biased against the refugee, 1 point was assigned to it. The same 

participant typed, "A wall is not a solution. An electric fence system should be built." 

under the "Wall on Iran Border" news. Since refugees are seen as a group not worthy of 

humane treatment, it was identified as dehumanization and given 1 point. In total, this 

participant's score for making hateful comments was calculated as 2. Each participant's 

comments were scored in this way to obtain the dependent variable. 

3.5.3. Independent variable 

 

The independent variables in my analysis are the experimental conditions: 

counterspeech and hate speech. To measure the frequency of the independent variables, 

a categorical scale was developed. “1” indicates participants were assigned the hate 

speech condition and “2” for the counterspeech condition. At the beginning of the study, 

it was planned to create three conditions: two treatment groups and a control group that 

would present the news with neutral comments. After analyzing more than 500 

comments on Twitter, Ekşi Sözlük, Facebook, and YouTube under the news, I 

encountered only one neutral comment pointing out that the headline was wrong.  

 

Of the 181 participants, 94 encountered only hate speech conditions, while 87 were 

under the counterspeech condition using the Qualtrics tool without any additional 

intervention. While the number of women exposed to the hate speech condition was 54, 

the number of women exposed to the counterspeech condition was 37. While under the 

hate speech condition, 40 persons identified themself as men; this number was 50 for 

the counterspeech condition.  
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4. RESULT 

 

4.1 Characteristics of the sample  

 

Fifty-one percent of the total respondents (N=181) were subjected to the counterspeech 

condition (NCounterspeech=87). While 42.5% were women under the counterspeech 

condition, this percentage increased to 57.4% for the hate speech condition. The 

distribution of ethnic identity between the conditions is well balanced. While 16 

individuals under the counterspeech condition described themself as Kurdish, 62 

responders were Turkish. This result was similar under the hate speech condition 

(NKurds=18; NTurks=65).  

 

4.2 Effect of Counterspeech Condition 

To answer the research question, an independent t-test was conducted using SPSS 

Statistic version 26.0. The result of the test shows that the 94 participants who were 

exposed to the hate speech condition (M=1.04, SD=0.92) compared to the 87 

participants in the counterspeech condition (M=0.73, SD=0.86) wrote significantly 

more hate speech,  t(179) = 2.2, p = .02. This result was found even though there was a 

statistically significant relationship t(178) = 1, p = .00 between writing hate speech 

about refugees and participants' preexisting attitudes toward refugees (M=3.32, 

SD=1.06).  

 

In order to further check the robustness of my result, I analyzed the impact of the 

counterspeech condition after controlling participants' preexisting attitudes toward 

refugees. A one-way analysis of covariance (ANCOVA) shows that after controlling 

participants' preexisting attitudes toward refugees, there is a statistically significant 

difference between making comments about refugees and the content of the exposed 

comment (the conditions) (MConditon=3.36, SDcondition=9.42), F (1, 178) = 227.20, p<.05, 

η2 = 0.56. In other words, the participants exposed to empathy-based counterspeech 

comments generated less hateful comments than those exposed to hateful comments:  
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(Mcounterspeech=0.73, SDcounterspeech=0.86), (Mhatespeech=1.04, SDhatespeech=0.92), F(1, 178) = 

9.42, p<.05, η2=.05.  

 

4.3 The Effects of Political Party Voting on Writing Hate Speech 

To analyze the effect of political party voting on writing hate speech about refugees, the 

Kruskal-Wallis Test showed a statistically significant difference between writing hate 

speech comments and political party voting. H(6)=49.87, p=,00. On a party basis, the 

Games-Howell Test showed a significant difference between voters of HDP p=.00 and 

every other party, except for other voters p=.91.  

To demonstrate the robustness of the result, I applied the Non-Parametric ANCOVA 

(Quade's) test after controlling participants' preexisting attitudes. The test Quade's also 

shows a statistically significant difference between writing hate speech comments and 

political party voting. F(6, 174)= 2.904, p=0,01. Compared to the Games-Howell Test, 

the only statistically significant difference was found between participants who voted 

for AKP and HDP, p=0,00. In other words, HPD voters wrote less hate speech 

comments than AKP supporters.  

4.4 The Effect of Ethnic Identification on Writing Hate Speech  

In order to understand the effect of ethnic identity on writing hate speech, the Kruskal-

Wallis Test showed a statistically significant difference between writing hate speech 

comments and ethnic identity H(3)=38.95, p=0,00. Moreover, according to the Games-

Howell Test, the mean value of writing hate speech comments is significantly different 

between Kurd and Turk (p=0.00) as well as between Turk and others (p=0.00). In other 

words, Kurd wrote less hate speech comments (M=.17, SD=.45) compared to Turk 

(M=1.16, SD=.88).  

After controlling participants' preexisting attitudes toward refugees, the result was not 

robust. The Non-Parametric ANCOVA (Quade's) test showed no statistically significant 

difference between writing hate speech and ethnic identity. F(3, 177)= 2.62, p=.05 after 

controlling participants' preexisting attitudes toward refugees. However, there was a 

significant difference between Kurd and Turk, p=.03.  
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4.5. Analyzing Open-Ended Comments 

According to content analysis of responses to the open-ended survey questions on 

posting comments related to shown news, 128 of 364 comments included hostile 

messaging about refugees. Twenty-one percent of the hateful comments were coded 

under the categories of dehumanization, mostly characterizing refugees as people who 

are undesirable in Turkey. 18% of the hateful comments were coded under the insulting 

categories in which the most encountered words were "uneducated," "unqualified,” and 

"stateless." Sixteen percent of the hateful comments were categorized under 

misinformation. The most common misinformation was assumed that refugees "live in 

comfort with the taxes of locals " and different theories about the presence of refugees 

in Turkey. Finally, with the highest percentage, 42% of hateful comments were coded 

under the category of othering. The distinction between "us" and "them" was one of the 

most frequently encountered discourses of othering. In addition, the perception of 

refugees as a threat to the way of life of locals and demands for restricting their access 

to basic rights were among the comments frequently encountered under the category of 

othering.  

 

4.6 Analyzing Preexisting Perceptions of Participants Toward Refugees 

Based on the survey analysis, it was revealed that people living in Turkey have negative 

perceptions of refugees since among the total answers to the five questions containing 

negative perceptions towards refugees, approximately 50% of the responses were 

marked as strongly agree or agree. For example, the survey found that 47,5 of the 

participants do not want more refugees to come to Turkey and demand the closure of 

the borders.  

It was found that while only 4,4% of participants think that refugees increase Turkey’s 

cultural diversity, 28,7 % see refugees as a reason for the increasing rate of criminal 

offenses. Furthermore, the respondents said that (%47) refugees should not have equal 

rights as Turkish citizens. Below you may see the Table 4.1 for the detailed responses 

of the participants.  
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Table 4.1  

Percentage of Preexisting Perceptions of Participants Toward Refugees 

Questions Strongly 
disagree Disagree Both agree 

and disagree Agree Strongly 
agree 

Turkey hosts the most significant number 
of refugees in the world. Therefore, it 
should not take in any more refugees, and 
the borders should be closed. 

 
13,3 

 
19,9 

 
19,3 

 
11,6 

 
35,9 

Most refugees who want to come to Turkey 
are not fleeing war. They come here for 
economic reasons. 

12,2 22,7 22,7 24,9 17,7 

Refugees quickly adapt to Turkey's culture, 
which increases our cultural diversity. 37,6 20,4 22,1 15,5 4,4 

The judicial crime rate in Turkey has 
increased due to the growth of the number 
of refugees. 

9,4 18,2 21,5 21,1 28,7 

The opening of new workplaces by 
refugees helps the Turkish economy to 
grow. 

29,3 27,1 24,9 16 2,8 

One of the biggest reasons for the recent 
housing problems is the refugees coming to 
our country. 

15,5 23,8 16 23,8 21 

Refugees are one of the reasons why the 
unemployment rate in Turkey is so high. 20,4 27,1 13,3 17,1 22,1 

Refugees living in Turkey work and pay 
taxes. Therefore, they should have the 
same rights as Turkish citizens. 

29,3 17,7 16 27,6 9,4 

It also highlighted that Kurds (MKurds=2,54, SDKurds=1,22) have less negative 

perceptions toward refugees than Turks (MTurks=3,63, SDTurks=1,28). Since women are 

also one of the vulnerable groups in Turkey, women were expected to have less 

negative perceptions toward refugees than men. However, the result was the opposite of 

this expectation. The survey showed that women (MWomen=3,34, SDWomen=1,29) have 

more negative attitudes toward refugees than men (MMen=3,31, SDMen=1,38).  

 
 
 
 
 
 
 
 
 

 



34 
 

5. DISCUSSION 

While there is growing literature on the consequences of online hate speech and its 

adverse impacts on affected communities, there is dearth of studies examining methods 

to mitigate it and their effectiveness (Hangartner et al. 2021). Yet, one of the methods 

that has not been studied substantially is counterspeech, which is increasingly used to 

combat online hate speech (Buerger 2021a). Systematic examination of the efficacy of 

counterspeech strategies is acutely lacking. This study is aimed to investigate how 

exposure to solely empathy-based counterspeech comments about refugees makes a 

difference in social media users’ comments on Twitter conversation in Turkey. To that 

end, an online survey experiment with 181 adults from Turkey was conducted. It was 

found that participants were less likely to make hostile comments when presented with 

an environment in which they were only exposed to empathy-based counterspeech 

comments. This outcome corresponds to similar findings of Hangartner (2021) which 

found that only empathy-based counterspeech was effective in changing the behavior of 

hate speech generators among the various strategies such as warning of consequences, 

and humor. 

 

Refugees are at the center of online hate speech in Turkey; the content and language 

used in online environments further strengthen hate speech directed at them (Alikılıç et 

al. 2021, 501). In total, 63.6 % of the comments about refugees on Twitter have 

negative connotations (510). Similar attitudes to these in Turkey are also being observed 

worldwide. Šori and Vehovar (2022) found that refugees are one of the vulnerable 

groups that are most exposed to online hate speech. Counterspeech, an effective method 

to combat hate speech against different minority groups, can also be used to combat 

online hate speech against refugees. For example, research conducted by Garland et al. 

(2020) shows that the organized counterspeech group RI has succeeded in changing 

hostile perceptions of RQ group members toward minorities in Germany. This study 

obtained a similar result to the existing, albeit limited, literature on this issue. It was 

found that although there is a significant correlation between preexisting attitudes 

towards refugees and the generation of hostile social media comments, participants who 

are exposed to only counterspeech comments are less likely to share hateful comments 
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than those who are exposed to hate speech comments. In other words, even if 

individuals have a negative perception of refugees, they create less hate speech when 

they encounter comments containing counterspeech. 

 

Other than ethnic identity and political party voting, there is no significant relationship 

between demographic characteristics and writing hate speech. The finding of the 

relationship between political party voting and writing hate speech is supported by 

existing studies. Brooks, Manza and Cohen (2016) demonstrated that individuals' party 

identification affected their perception of refugees in the USA. Moreover, Bernatzky, 

Costello and Hawdon (2021) found that individuals who support Donald Trump are 

more likely to generate hate online. Other studies suggested that social polarization, one 

of the most crucial sources of hate speech (Hrant Dink Foundation 2019, 85), is also 

correlated with party identification (Pérez-Escolar and Noguera-Vivo 2022, 206). 

Erdoğan and Uyan-Semerci's (2022) study states that polarized groups come together 

when it comes to refugees and perceive refugees as a common "enemy" and "other". 

However, contrary to Erdoğan and Uyan-Semerci's study, the data reported in this study 

indicates that significant differences in hate speech generation exist among the 

participants who voted for AKP and HDP, which are the most polarized groups in 

Turkey (TurkuazLab 2020, 2). Turkey's political polarization is one of the main factors 

affecting negative attitudes toward refugees, mainly Syrian (Morgül et al. 2021, 14). 

Studies have shown that counterspeech, used to combat online hate speech, also 

contributes to depolarization. For example, a study conducted by a research team claims 

that particularly organized counterspeech could balance and decrease polarization 

(Garland et al. 2020, 110). Since the study reported provides evidence that 

counterspeech is an effective method to combat online hate speech and considering 

previous studies related to counterspeech and polarization, it also might be argued that 

counterspeech plays an essential role in reducing polarization. 

 

According to research carried out by Turkish Economic Social and Political Research 

Foundation (Türkiye Sosyal Ekonomik ve Siyasal Araştırmalar Vakfı -TüSES), Kurds 

are more moderate towards refugees than the Turkish majority (Morgül et al. 2021, 15). 

Their research has also suggested that ethnic and religious minorities other than Kurds 
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and Alevi generally have negative feelings about refugees, mainly Syrians (16). Similar 

to TüSES's arguments, this study also found that although statistically significant results 

do not exist between writing hate speech about refugees and ethnicity after controlling 

participants’ preexisting attitudes, there was a correlation in Kurdish and Turkish 

participants; Kurdish participants generate fewer hateful comments than Turkish ones. It 

is unsurprising that Kurds, being subjected to various forms of social pressure (Morgül 

et al. 2021, 71) and being an important target of hate speech (Hrant Dink Foundation 

2010, 5), produce fewer hate speech comments against refugees compared to Turks. 

 

A limitation of the study is related to the sample size. The external validity of the 

experiments testing the effect of counterspeech can be improved with bigger samples. 

This would allow the inclusion of more control variables to test the alternative 

explanations and rule them out wherever necessary.  

 

Regarding further research, studies dealing with factors that determine the effectiveness 

of counterspeech on different social media platforms such as Facebook, TikTok, 

Instagram should be encouraged. Specifically, how the tone of counterspeech 

messaging, (e.g., generating civil or uncivil messaging and characteristics of counter-

speakers such as race, gender, age, ethnicity, etc.,) affects the impact of counterspeech 

should be examined. Moreover, the effect of the counter speakers' race, gender, and 

ethnic identity in generating more counterspeech can also be studied. In other words, 

counterspeech is generated more when it comes from whomever. Since this study is the 

first survey experiment in Turkey on counterspeech, I suggest more empirical studies in 

which researchers could test whether counterspeech might decrease online hate speech 

through long-term observations. Furthermore, these studies might eventually fill the 

gaps in the research literature on the ecosystem of hate speech in Turkey by 

understanding the cause and effect of hate speech generation of social media users, as 

well as its relationships with different variables, such as social and political identities, 

sociodemographic factors. As counterspeech is not only used to combat online hate 

speech, but also various social problems, (e.g., polarization) researchers should be 

encouraged to evaluate how counterspeech may be an effective strategy to counter other 

negative social attitudes in Turkey besides hate speech. Finally, considering that 
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refugees are not the only vulnerable groups that face online hate speech, similar studies 

may be conducted taking into consideration a variety of minorities such as LGBTİ+, 

Kurds, Alevi, etc.  
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APPENDIX A 

A.1 News and Comments Showed During the Experimental Stimuli 

A.1.1 Hate speech condition 
 

Banana Eating Videos – Post Caption 

In Izmir, after a citizen said in a street interview,  
"I can't eat bananas. They buy bananas by the 
kilograms." Following the "banana eating" videos 
shared by Syrians on social media, 8 Syrians were 
detained. 

Comment - 1 I don't want refugees in my country.  
I hope they are all deported.  

Comment - 2 
Just yesterday you were crossing the border 
crying.  
Now you are making fun of us. Ingrates! 

Comment - 3 Do I have to live in the same country with them...  
Go to your own country. 

Comment - 4 We have become refugees in our own country. 
We are the refugees.  

Comment - 5 Let them live in luxury with our taxes.  
We can't even afford bananas. 

 
 

Wall on Iran Border – Post Caption 
Van Governor Bilmez: "A wall will be built along 
the entire 295-kilometer Iranian border to prevent 
illegal crossings." 

Comment - 1 
It's early!!! The other half of Afghanistan has not 
arrived yet!!! When they arrive, then we will raise 
the wall... 

Comment - 2 
For God's sake, don't make these walls 2 meters 
tall. If the footage I saw is real, jumping over it is 
a piece of cake. 

Comment - 3 
WALLS ARE NOT THE SOLUTION!! Men are 
jumping on the wing of a moving airplane. We 
need a permanent solution. 

Comment - 4 
A man walks 1000 km to reach the border...Will 
the wall stop him... Let them come too, after all 
we are the refugee guardians of Europe. 

Comment - 5 

I'm not saying refugees shouldn't come to Turkey, 
but they need to be taken from the inner cities to 
the camps. Our biggest mistake was taking them 
to the city centers. 

 
 
A.1.2 Counterspeech Condition 
 

Banana Eating Videos – Post Caption 

In Izmir, after a citizen said in a street interview,  
"I can't eat bananas. They buy bananas by the 
kilograms." Following the "banana eating" videos 
shared by Syrians on social media, 8 Syrians were 
detained. 
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Comment - 1 

I'm so sorry to hear that. So what? These people have 
exercised their right to protest, just like the rest of us. 
For real justice to come, we must demand justice for 
all of us. 

Comment - 2 

We cannot blame all refugees for what one group did. 
One day we may become refugees ourselves, we may 
have to leave our country. And on that day, the food 
we eat will also sting someone's eyes. 

Comment - 3 

Politicians and governments have turned these people 
into monsters in the eyes of all of us... They are 
human beings just like us and they deserve to live 
humanely. 

Comment - 4 
If you are against helping helpless people, then you 
deserve to be governed like this. First ask not why 
Syrians can eat bananas but why we can't... 

Comment - 5 
72% of young people in Turkey want to go to 
Europe. I wonder if Europe will see a banana as too 
much for our children. 

 
 

Wall on Iran Border – Post Caption 
Van Governor Bilmez: "A wall will be built along the 
entire 295-kilometer Iranian border to prevent illegal 
crossings." 

Comment - 1 

Most of these people are trying to flee war-torn 
countries to build a better life...You never know who 
will become a refugee and when. A little empathy and 
compassion.  

Comment - 2 

If we blamed those who caused the war instead of 
blaming these people for fleeing the war and coming 
to our country, maybe we wouldn't be in this situation 
today. At this rate, we will start fleeing from Turkey, 
let's see what Europe will do to us then. 

Comment - 3 

When we talk about refugees, don't forget that they 
also have mothers, fathers, brothers, sisters, children!!! 
If they are coming over the walls, there is a reason. No 
one wants to leave their loved ones behind. 

Comment - 4 

Please type refugee camps in Google and look at the 
images that come up...They know that when they 
leave their countries they will live in such places at 
best. Nobody who is not in a difficult situation wants 
to come into such a life. 

Comment - 5 

I think you don't understand how desperate it is. 
Imagine you are on the wing of an airplane moving to 
escape from your own country. May God not leave 
anyone in such desperation.   

A.2 Questions to Measure Participants’ Refugee Attitude 

Q1: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"Turkey hosts the most significant number of refugees in the world. Therefore, it should 

not take in any more refugees, and the borders should be closed." 
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Q2: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"Most refugees who want to come to Turkey are not fleeing war. They come here for 

economic reasons." 

   

Q3: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"Refugees quickly adapt to Turkey's culture, which increases our cultural diversity." 

   

 Q4: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"The judicial crime rate in Turkey has increased due to the growth of the number of 

refugees."  

   

Q5: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"The opening of new workplaces by refugees helps the Turkish economy to grow."  

   

Q6: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"One of the biggest reasons for the recent housing problems is the refugees coming to 

our country." 

  

Q7: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"Refugees are one of the reasons why the unemployment rate in Turkey is so high."  

   

Q8: Can you rate the statement on a scale of 1 strongly disagree to 5 strongly agree? 

"Refugees living in Turkey work and pay taxes. Therefore, they should have the same   

rights as Turkish citizens." 
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APPENDIX B 

B.1 Grouped Categories of Respondents' Demographic Characteristics  

 
Demographic features Codes 

Gender 
 

         Women 1 

          Men 2 

Age 
 

    18-29 1 

    30-44 2 

    45-64 3 

    65+  4 

Education level 
 

   Graduated from secondary 
    school and below 

1 

    High school graduate 2 

    University graduate 3 

    Master's degree graduate 4 

    PhD graduate 5 
 

 

Ethnic identity 
 

    Kurds 1 

     Turks 2 

     Other 3 

    Unspecified 4 

 
Voted Party 

 

   AKP 1 

   CHP 2 

   HDP 3 

   İyi Party 4 

   MHP 5 

   Other 6 

   Prefered not to say 7 
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